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(57) ABSTRACT

Systems and methods are disclosed for providing a cyber
resilience rating. A method can include obtaining a plurality
of entity indicators. The method can include determining a
peer group of entities for the entity based on the entity
indicators. The method can include obtaining a plurality of
loss event records for the peer group. The method can
include executing, based on the loss event records, a plu-
rality of Monte Carlo simulations to generate loss simulation
data. The method can include identifying, based on the loss
simulation data, an expected probability value. The method
can include providing a risk factor score indicative of a
cyber security risk of the entity based on the identified
expected probability value. The method can include provid-
ing a cyber resilience rating for the entity based on a
combination of the risk factor score, a fortitude factor score,
and a governance factor score.
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300

Obtain a number of entity indicators, where each of the entity indicators includes
characteristic information for a respective entity of a number of entities, and where each
of the entities corresponds to a respective entity indicator of the entity indicators

Y

Determine a peer group for the entity based on the respective characteristic information
for the entity, where the peer group includes a subset of the number of entities

v

306 —

Obtain a number of loss event records for the peer group, where each loss event record
includes a respective loss value and corresponds to a cyber event associated with a
respective entity of the peer group, where respective groups of loss event records
selected from the number of loss event records correspond 1o a data disclosure type, a
business interruption type, and a fraud type

Y

Execute, for each group of loss event records, a number of Monte Carlo simulations to
generate respective loss simulation data based on the respective loss values of the loss
event records included in the group and results for a cyber security assessment of the
entity

A 4

30—

Identify, based on the respective loss simulation data for each group of loss event
records, an expected probability value corresponding to a materiality loss value of the
entity

Y

M2 —

Provide a risk factor score indicative of a cyber security risk of the entity based on the
identified expected probability value

Y

Provide a cyber resilience rating for the entity based on a combination of the risk factor
score, a fortitude factor score, and a governance factor score, where the fortitude factor
score is indicative of a cyber security control posture of the entity, and where the
governance factor score is indicative of an administration of cyber security controls by the
entity

FIG. 3
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SYSTEMS AND METHODS FOR
ASSESSMENT OF CYBER RESILIENCE

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims the benefit of and priority to U.S.
Provisional Application No. 63/305,082, filed on Jan. 31,
2022, entitled “SYSTEMS AND METHODS FOR
ASSESSMENT OF CYBER RESILIENCE,” which is
hereby incorporated by reference herein in its entirety.

TECHNICAL FIELD

The following disclosure is directed to methods and
systems for cybersecurity assessment, more specifically,
methods and systems for assessment of cyber resilience for
an entity and for affiliates having relationships with the
entity.

BACKGROUND

Assessment of cybersecurity states of businesses, corpo-
rations, organizations, and other ‘entities’ can involve iden-
tifying and monitoring risks (e.g., threats) impacting cyber
assets corresponding to each of the respective entities.
Further, entities often outsource tasks to third parties. As a
result, such entities have relationships with (e.g., are ‘related
to’ or ‘connected to’) numerous third party affiliates (i.e.,
vendors). An entity’s cyber assets and the entity’s relation-
ships can thus leave the entity vulnerable to risks, which can
be difficult to monitor and evaluate across multiple axes of
measurement. Accordingly, entities may desire methods and
systems for evaluating their cybersecurity, threat profile,
policies and procedures for controlling cyber assets, and
mitigation capabilities.

SUMMARY

This methods and systems described herein provide an
approach for assessing an entity’s cyber resilience across
various axes of measurement. Cyber resilience as described
herein may generally refer to the current cyber security state
of an entity, the entity’s threat profile, the policies and
procedures for controlling cyber assets controlled and/or
managed by the entity, and mitigation capabilities for miti-
gating and minimizing risk impacts. For example, an entity’s
cyber resilience can be quantified as an amount of threat
activity the entity faces, which may also be measured
relative to an entity’s industry and peer entity group(s), the
effectiveness of the entity’s security controls and posture,
the existence and effectiveness of the entity’s security gov-
ernance processes, and/or a risk magnitude and frequency of
expected losses based on a combination of the previous
factors. These factors may be used to assess one or more
entities (including “affiliated entities” or “affiliates™), result-
ing in an accurate and measurable analysis of the cyber
resilience of the entities. These factors may also be used as
inputs to further analyze cyber risk across various use cases
such as credit analysis, insurance underwriting, or the cyber
impact of mergers and acquisitions, amongst others. The
factors can be expressed as a single indicator (e.g., value) for
purposes of benchmarking in order to establish a data set for
comparative analysis between entities. Based on the value of
these summary indicators potentially changing as a corpus
of assessed entities grows, several different summary scor-
ing options may be used.
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The assessment methodology described herein may be
deployed as a stand-alone assessment of critical aspects of
an entity’s overall cyber security posture or, in some cases,
combined with other assessments. The assessment method-
ology may be used to inform organizational leadership,
financial intermediaries, investors, partners, and other inter-
ested parties of an entity’s cybersecurity profile and capa-
bilities. The methodological results may be temporal, as the
nature of cybersecurity threats and control posture can vary
over time. As such, the value and confidence in the assess-
ment results may diminish over time, in which case periodic
(e.g., monthly, quarterly) updates are recommended in the
intervening period prior to a re-issuance (e.g., annual re-
issuance) of the assessment results in order to account for
any changes that may have occurred over time.

Some of the assessment measures described herein may
be absolute, based in part on best practices and activities
positively correlated with good security, and other measures
may be scored in a relative fashion compared to a cohort of
peer scores. As a result, the goal for some entities may not
be to achieve the highest score in each category, even though
such a score may be possible. Industry-specific benchmark-
ing can help guide entities to the individual selection of the
most appropriate and/or efficient goals.

In one aspect, the subject matter described herein relates
to a computer-implemented method for providing a cyber
resilience rating for an entity of a plurality of entities. the
method can include obtaining a plurality of entity indicators
corresponding to the plurality of entities, wherein each of the
plurality of entity indicators include characteristic informa-
tion for a respective entity of the plurality of entities, and
wherein each of the plurality of entities correspond to a
respective entity indicator of the plurality of entity indica-
tors. The method can include determining a peer group for
the entity based on the respective characteristic information
for the entity, wherein the peer group includes a subset of the
plurality of entities. The method can include obtaining a
plurality of loss event records for the peer group, wherein
each loss event record includes a respective loss value and
corresponds to a cyber event associated with a respective
entity of the peer group, wherein respective groups of loss
event records selected from the plurality of loss event
records correspond to a data disclosure type, a business
interruption type, and a fraud type. The method can include
executing, for each group of loss event records, a plurality
of Monte Carlo simulations to generate respective loss
simulation data based on the respective loss values of the
loss event records included in the group and results for a
cyber security assessment of the entity. The method can
include identifying, based on the respective loss simulation
data for each group of loss event records, an expected
probability value corresponding to a materiality loss value of
the entity. The method can include providing a risk factor
score indicative of a cyber security risk of the entity based
on the identified expected probability value. The method can
include providing a cyber resilience rating for the entity
based on a combination of the risk factor score, a fortitude
factor score, and a governance factor score, wherein the
fortitude factor score is indicative of a cyber security control
posture of the entity, and wherein the governance factor
score is indicative of an administration of cyber security
controls by the entity.

Various embodiments of the method can include one or
more of the following features. The characteristic informa-
tion can include an industry indicator, geography indicator,
and size indicator for the respective entity. Determining the
peer group for the entity based on the respective entity



US 12,282,564 B2

3

characteristics of the entity can further include: selecting,
from the plurality of entities, a subset of the plurality of
entities for inclusion in the peer group based on the respec-
tive characteristic information corresponding to each entity
of the subset of the plurality of entities including at least one
of: the industry indicator, geography indicator, and size
indicator corresponding to the entity. The peer group can
include a first peer group and a second peer group, wherein
the first peer group and the second peer group comprise
different subsets of the plurality of entities. Each loss event
record of the plurality of loss event records can include a
respective loss event type corresponding to one of: the data
disclosure type, the business interruption type, or the fraud
type. The method can further include selecting the respective
groups of loss event records from the plurality of loss event
records based on the respective loss event type of each loss
event record included in the respective groups of loss event
records. The data disclosure type can correspond to at least
one of: a data breach; a data theft; a data loss; and an
unintentional data disclosure. The business interruption type
can correspond to at least one of: a cyber extortion event; a
network disruption; and a website disruption. The fraud type
can correspond to at least one of: an identity fraud event; a
phishing event; and a skimming event.

Executing, for each group of loss event records, the
plurality of Monte Carlo simulations to generate the respec-
tive loss simulation data can include: determining a statistic
from the respective loss values of the loss event records
included in the group; weighting the statistic based on the
results for the cyber security assessment of the entity to
determine a weighted statistics; and executing the plurality
of Monte Carlo simulations based on the weighted statistic.
The cyber security assessment can include an outside-in
cyber security assessment or an inside-out cyber security
assessment. The materiality loss value can be based on an
industry indicator corresponding to the entity and a revenue
corresponding to the entity. The method can further include
determining a respective materiality ratio for each respective
loss simulation data, wherein the each of the respective
materiality ratios are based on the loss materiality value
corresponding to the entity; and selecting the respective loss
simulation data corresponding to a largest materiality ratio
of the materiality ratios. Identifying the expected probability
value corresponding to the materiality loss value of the
entity can include: generating a loss exceedance curve
indicative of a probability of loss potential for the entity
based on the selected loss simulation data; and identifying,
from the loss exceedance curve, the expected probability
value corresponding to the materiality loss value of the
entity. The method can further include: obtaining signal data
indicative of a cyber resilience of the entity; generating,
based on a first subset of the signal data, the fortitude factor
score, wherein the first subset of the signal data is indicative
of the cyber security control posture of the entity; and
generating, based on a second subset of the signal data, the
governance factor score, wherein the second subset of the
signal data is indicative of the administration of cyber
security controls by the entity.

Other aspects of the invention comprise systems imple-
mented in various combinations of computing hardware and
software to achieve the methods described herein.

The above and other preferred features, including various
novel details of implementation and combination of events,
will now be more particularly described with reference to
the accompanying figures and pointed out in the claims. It
will be understood that the particular systems and methods
described herein are shown by way of illustration only and
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not as limitations. As will be understood by those skilled in
the art, the principles and features described herein may be
employed in various and numerous embodiments without
departing from the scope of any of the present inventions. As
can be appreciated from the foregoing and the following
description, each and every feature described herein, and
each and every combination of two or more such features, is
included within the scope of the present disclosure provided
that the features included in such a combination are not
mutually inconsistent. In addition, any feature or combina-
tion of features may be specifically excluded from any
embodiment of any of the present inventions.

The foregoing Summary, including the description of
some embodiments, motivations therefor, and/or advantages
thereof, is intended to assist the reader in understanding the
present disclosure, and does not in any way limit the scope
of any of the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings, like reference characters generally refer
to the same parts throughout the different views. Also, the
drawings are not necessarily to scale, emphasis instead
generally being placed upon illustrating the principles of the
invention. In the following description, various embodi-
ments of the present invention are described with reference
to the following drawings, in which:

FIG. 1A depicts an exemplary diagram of a hierarchical
model for cyber resilience assessment, according to some
embodiments;

FIG. 1B depicts an exemplary diagram of a hierarchical
model for cyber resilience assessment, according to some
embodiments;

FIG. 2 depicts a block diagram of a cybersecurity resil-
ience assessment system, according to some embodiments;

FIG. 3 depicts a flowchart of an exemplary method for
providing a cyber resilience rating for an entity, according to
some embodiments; and

FIG. 4 is a block diagram of an example computer system
that may be used in implementing the technology described
herein.

DETAILED DESCRIPTION

The present disclosure is directed to methods and systems
for cybersecurity assessment, more specifically, methods
and systems for assessment of cyber resilience for an entity
and for affiliates having relationships with the entity. The
assessment methodology for assessment of cyber resilience
may be based on one or more factors, including (i) an
entity’s threat profile (referred to a “threat” factor), control
posture (referred to as a “fortitude” factor), security over-
sight (referred to as a “governance” factor), and a degree to
which an assessed entity can adequately mitigate cyber
events to reduce the financial impact if and when such events
were to occur (referred to as a “risk” factor). Cyber events
as described herein may also be referred to as “cyber loss
events” and/or “loss events”.

The fortitude and governance factors as described herein
can indicate the extent to which an entity can improve its
ability to prevent cyber events and mitigate impact corre-
sponding to the cyber events. Indicators (e.g., ratings or
scores) of the fortitude and governance factors, combined
with an indicator of an assessed ability to manage recovery
in response to a cyber event (e.g., attack) as a result of
investments in security incident and crisis response, third-
party oversight, and culture, can form a “cyber security
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score” (also referred to as a “cyber security rating”). These
security control and governance activities can result in
reductions in potential frequency and losses (e.g., financial
losses) as indicated by the risk factor. In addition, an entity’s
threat profile may be measured based on a variety of factors, 5
such as the entity’s business profile and actual targeting by
threats based on obtained threat intelligence data. Assess-
ments of the fortitude, governance, and risk factors can be
combined and summarized into an individual quantitative
output indicator referred to herein as a “cyber resilience 10
rating” or “CRx”. In some cases, rating scales for the cyber
resilience rating can require a minimum number of partici-
pating entities to enable sufficient historical analysis.

564 B2
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of cybersecurity threats to an entity, and constitute specific
implementations of solutions to problems that arise when
attempting to monitor and mitigate the cybersecurity risks
faced by an entity. Thus, the improved cybersecurity assess-
ment and mitigation techniques described herein constitute
improvements to computer-related technology for reasons
similar to those articulated by the Federal Circuit in Finjan,
Inc. v. Blue Coat Systems, Inc. (Fed. Cir. 2018), among
other reasons, and are not abstract ideas.

In some embodiments, the assessment methodology used
by the methods and system described herein may be based
on the terminology as described in Table 1.

TABLE 1

Terminology for Assessment Methodology

Threat factor

Governance
factor

Fortitude factor

Risk factor

Cyber Resilience
Rating

Posture
Exposure

Loss Exposure
Extreme

Tail event
Entity

Data Disclosure
Fraud

Business
Interruption

Indicates a current state of threat activity facing an entity

Examples of threat activity includes active attempts and plots found in
underground forums where cyber criminals converge and evidence of
Nation State attacks

Indicates an entity’s oversight and administration of cyber security
protocols and practices

Examples of subfactors of governance include budgeting, resource
management, strategy, and culture

Indicates an ability of an entity to present a strong security posture to
the entity’s threat communities, including measures of an entity’s
defensive capabilities and ability to remain resilient when the entity is
unable to thwart an attack.

The fortitude factor can include an evaluation of an entity’s computing
(e.g., cloud) infrastructure and visibility of the affiliates of the entity
(e.g., the entity’s supply chain)

Indicates the materiality of an event corresponding to an extreme or
worse-case cyber incident.

Refers to an quantitative output indicative of an entity’s cyber
resilience

The quantitative output may be based on the entirety of the various
assessments described herein, examples of which are described with
respect to “Exemplary Scoring for a Cyber Resilience Rating”

Refers to a measure of attack surface management and a state of an
entity’s cyber asset over a period of time

Refers to a potential (e.g., probability) that an entity’s asset(s) have
vulnerabilities at a given time

Refers to a potential economic (e.g., financial) impact of a cyber
incident

Refers to a value taken from a loss distribution at the median value
plus one standard deviation

A value taken from a loss distribution at the 95% percentile

Refers to the organization that is under evaluation using the
assessment methodology described herein

Refers to utilization of information technology to make sensitive
information known to unauthorized recipients

Refers to wrongful or criminal use of information technology intended
to result in financial or personal gain

Refers to cessation or degradation of an entity’s operations based on
cyber asset (e.g., information technology asset) failures or hacking

In some embodiments, the assessment methodology
described herein can provide a comprehensive set of results 55
that reflects the cumulative nature of an entity’s security
posture tempered by cyber events (e.g., attacks and inci-
dents) that the entity has historically experienced and will
likely experience in the future. Individual components of
assessment methodology can be decoupled from the gener- 60
ated results and can provide decomposed insights relevant to
specific consumers including, for example, Chief Informa-
tion Security Officers (CISOs), Chief Risk Officers (CROs),
Board Directors, internal audit, credit analysts, insurance
underwriters, and others. 65

The methods and related systems disclosed herein provide
for significant improvements in assessment and mitigation

In some embodiments, a combination of the indicators for
governance and fortitude factors may represent a cyber
security score for the entity, which may be independent of
the entity’s ability to withstand cyber events. A combination
of the indicators for governance, fortitude, and risk factors
may indicate the entity’s ability to withstand such cyber
events. Analysis used for the assessment methodology
described herein may be decomposed into several scoring
components that form a hierarchical model for evaluating
cyber resilience and generating the cyber resilience rating
for an entity. Exemplary levels, naming conventions, and
examples for each level for the hierarchical model are
described by Table 2.
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TABLE 2

Hierarchical Model for Assessment Methodology

Level  Name Examples

Lo Future Use  Proposed approaches described with respect to
“Exemplary Scoring for a Cyber Resilience
Rating”

L1 Factors Threat, Fortitude, Risk, Governance

12 Subfactors Culture, Detection, Loss Exceedance Curves

L3 Capabilities  Behavior, Inventory, Boundary Defense

L4 Indicators The vulnerability scans coverage of domain
controllers is sufficient
The authenticated vulnerability scans coverage
of workstations is sufficient

L5 Signals a ratio of an amount of an entity’s domain

controllers including vulnerabilities to a total
number of the entity’s domain controllers

a ratio of an amount of an entity’s workstations
including vulnerabilities to a total

number of an entity’s workstations

The levels, naming conventions, and examples for each
level for the hierarchical model shown in Table 2 are
examples and may be supplemented, modified, and/or
removed. The levels described with respect to Table 2 may
be connected based on a number of relationships. Level LO
may include one or more ratings each corresponding to one
or more factors. Level L1 may include the threat, fortitude,
risk, and governance factors described herein, where each
factor corresponds to one or more subfactors. Level L.2 may
include one or more subfactors each corresponding to one or
more capabilities Level .3 may include one or more capa-
bilities each corresponding to an indicator of the respective
capabilities. Level L4 may include one or more indicators
each corresponding to an obtained signal. Level L5 may
include one or more obtained signals. FIGS. 1A and 1B
depict exemplary diagrams 100a and 1005, respectively, of
a hierarchical model for cyber resilience assessment, accord-
ing to some embodiments. As shown in the diagrams 100a
and 1004, the hierarchical model for the cyber resilience
assessment methodology may include levels L.O-LS, where
level LO is a top level of the hierarchy and level LS is a
bottom level of the hierarchy. Level LO may correspond to
one or more ratings 102, including the cyber resilience rating
and cyber security score described herein. Each of the
ratings 102 may be based on the levels included under the
level LO corresponding to the ratings 102. For example, the
cyber resilience rating may be based on the governance,
fortitude and risk factors, while the cyber security rating
may be based on only the governance and fortitude factors.
The cyber resilience rating and the cyber security score may
not be based on the threat factor as described with respect to
the diagram 1005.

As shown in FIGS. 1A and 1B, the level L1 may include
one or more factors 104, including threat, fortitude, risk, and
governance factors described herein. Each factor 104 may be
based on one or more subfactors 106 corresponding to the
level L.2. For example, the governance factor may be based
on subfactors 106 for culture, strategy, resources, third-party
affiliates, enterprise risk loss exposure management, and
penetration testing and red team exercises relating to cyber
security practices for an entity under evaluation via the
assessment methodology described herein. The subfactors
106 described in the diagrams 100a and 1005 may be
exemplary and other subfactors 106 may correspond to each
factor 104. Each subfactor 106 may be based on one or more
capabilities 108 corresponding to the level L.3. For example,
the culture subfactor may be based on capabilities 108 for
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behavior, communications, conformity, understanding, con-
duct, roles and responsibilities, and cyber security training
awareness relating to cyber security practices for an entity
under evaluation via the assessment methodology described
herein. The capabilities 108 described in the diagrams 100a
and 10056 may be exemplary and other capabilities 108 may
correspond to each subfactor 106.

In some embodiments, each capability 108 may be
derived from one or more indicators 110 corresponding to
the level L4. The indicators 110 may provide information for
each of the capabilities 108. The indicators 110 may be
derived from signals 112 corresponding to the level L5.
Examples of signals 112 from which the indicators 110 may
be derived include signal values, artifacts, and collection
tools. Signals 112 may include cyber security information
obtained for the entity under evaluation, including cyber
security threat, event, and incident information and charac-
teristics of the entity. Signals 112 may include and/or
otherwise be derived from internally-observed and/or exter-
nally-observed cyber security threat, event, and/or incident
information and characteristics of the entity. In some cases,
signals 112 may include characteristics of entities that may
be evaluated using a cyber resilience assessment tool as
described herein, including information indicative of indus-
tries of each of the entities, geographical locations (e.g.,
geographical locations of headquarters) of each of the enti-
ties, and size. A size of an entity may be indicated by the
entity’s annual revenue, number of employees, and/or by
another metric.

As used herein, an “affiliate” of a particular entity may be
any individual, organization, corporation and/or other entity
that interacts with, provides services to, and/or otherwise has
a relationship to or with the particular entity.

As used herein, the “criticality” of an entity’s relationship
to an affiliate may be a measurement or characterization of
the extent to which the entity’s well-being (e.g., operational
integrity, health, reputation, financial position, security state,
etc.) is sensitive to (e.g., dependent on) the affiliate’s well-
being, the frequency of such interactions, the volume of data
exchanged between the entity and any given affiliate, and/or
the sensitivity of such data.

An entity may monitor the security status (e.g., security
ratings, security events, etc.) of one or more of the entity’s
affiliates. The monitored affiliates may be referred to herein
as the entity’s “portfolio” of affiliates. An entity’s portfolio
may include any number of the entity’s affiliates (e.g., one
or more, dozens, hundreds, thousands, etc.).

“Characteristics” of an entity (e.g., an affiliate or other
entity) may include, without limitation, size (e.g., the num-
ber of employees or other members of the entity, the entity’s
market capitalization or annual revenues, etc.); the business
sector (e.g., industry, sub-industry, etc.) in which the entity
operates (e.g., legal services, technology, finance, etc.); age;
rate of growth; North American Industry Classification
System (NAICS) code; Standard Industrial Classification
(SIC) code; a number of services provided by the entity; a
security rating (e.g., as provided by BitSight Technologies,
Inc. of Boston, Massachusetts, USA); a geographical loca-
tion of the entity; a location of the entity based on one or
more IP addresses associated with the entity (e.g., “geo IP”
footprint); a number of Internet Protocol (IP) addresses
associated with the entity; the technology used by the entity
(e.g., server software, user software, etc.); one or more
security risk types of an entity; and/or known competitors or
entities similar to the particular entity based on the web
activity of the entity. Values for one or more of the above-
listed entity characteristics may be provided by the entity
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itself, obtained from third party sources (e.g., a firmograph-
ics data source, data from BuiltWith® Pty Ltd), and/or
collected or extracted from publicly available information.
In some embodiments, the values for one or more entity
characteristics can be stored in a database.

A “security profile” of an entity may reflect the past,
present, and/or future security characteristics of an entity. In
some embodiments, the security profile may reflect security
risks to which the entity is exposed balanced by the coun-
termeasures that the entity has taken or can take to mitigate
the security risk. As referred to herein, a security profile of
an entity can include a “security rating” (e.g., “security
score”) for the entity. A security rating may be quantitative
or qualitative. For example, a quantitative security rating
may be expressed as a number within a predetermined range
(e.g., between 250 and 900, as provided by BitSight Tech-
nologies, Inc. of Boston, Massachusetts, USA). Some non-
limiting examples of techniques for determining security
ratings of entities are described in U.S. patent application
Ser. Nos. 16/802,232, 13/240,572, 15/142,677, and 16/514,
771.

As used herein, “monitoring” an affiliate may refer to
determining (e.g., obtaining) a security rating of the affiliate
from time to time, identifying one or more activities or
events relevant to the affiliate’s security profile, etc. Some
non-limiting examples of techniques for determining secu-
rity ratings of entities are described in U.S. patent applica-
tion Ser. Nos. 16/802,232, 13/240,572, 15/142,677, and
16/514,771.

Some Embodiments of Cyber Resilience
Assessment

To evaluate and assess an entity’s cyber resilience based
on the cyber resilience rating and factors (e.g., factors 102)
described herein, a cyber resilience assessment tool includ-
ing assessment methodology of the hierarchical model
described herein may be needed. Referring to FIG. 2, an
example of a cyber resilience assessment tool 200 is shown.
In some embodiments, the cyber resilience assessment tool
200 may provide assessments of an entity’s cyber resilience
and cyber resilience of an entity’s affiliates. Assessments of
cyber resilience may include a cyber resilience rating and/or
a cyber security score as described herein. Cyber resilience
ratings and cyber security score may be derived from data
obtained by a cybersecurity monitoring system. In some
embodiments, the cyber resilience assessment tool 200 may
be included with a cybersecurity monitoring system of a risk
management service provider. Some non-limiting examples
of cybersecurity monitoring systems are described in U.S.
patent application Ser. Nos. 16/802,232, 13/240,572,
15/142,677, and 16/514,771. In some embodiments, the
cyber resilience assessment tool 200 may be communica-
tively coupled to one or more third-party computing sys-
tems.

Some embodiments of a cyber resilience assessment tool
200 are described below. In some embodiments, the cyber
resilience assessment tool 200 may include a data aggrega-
tion module 210, a cyber resilience assessment module 220,
and a cyber resilience user interface 250. The data aggre-
gation module 210 may obtain signals (e.g., signals 112)
from one or more computing systems connected to the cyber
resilience assessment tool 200. The signals may include
internally-observable and/or externally observable cyber
security information corresponding to an entity under evalu-
ation by the cyber resilience assessment tool 200. Internally-
observable cyber security information may be derived from
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an entity’s computing systems, computing assets, and/or
cyber protocols and practice. Externally-observable cyber
security information may be derived from third-party enti-
ties that observe and monitor an entity’s computing systems,
computing assets, and/or cyber protocols and practice.
Examples of signals obtained by the data aggregation mod-
ule 210 can include:

an amount of capital investment in the security of the
entity;

a measure of employee training in the security of the
entity;

a measure of organization of entity personnel dedicated to
information security;

an amount of the entity’s budget dedicated to information
security;

a number and/or severity of botnet infection instances of
a computer system associated with the entity;

a number of spam propagation instances originating from
a computer network associated with the entity;

a number of malware servers associated with the entity;

a number of potentially exploited devices associated with
the entity;

a number of hosts authorized to send emails on behalf of
each domain associated with the entity;

a determination of whether a DomainKeys Identified Mail
(DKIM) record exists for each domain associated with
the entity and/or a key length of a public key associated
with a Domain Name System (DNS) record of each
domain associated with the entity;

an evaluation of a Secure Sockets Layer (SSL) certificate
and/or a Transport Layer Security (TLS) certificate
associated with a computer system of the entity;

a number and/or type of service of open ports of a
computer network associated with the entity;

an evaluation of security-related fields of a header section
of HTTP response messages of hosts associated with
the entity;

a rate at which vulnerabilities are patched in a computer
network associated with the entity;

an evaluation of file sharing traffic originating from a
computer network associated with the entity; and/or

a number of lost records and/or sensitivity of information
in the lost records in a data breach of a computer system
associated with the entity.

In some embodiments, signals may be provided to the
cyber resilience assessment tool 200 via the cyber resilience
user interface 250. For example, information security
administrators corresponding to an entity under evaluation
may provide characteristics corresponding to the entity at
the cyber resilience user interface 250. The data aggregation
module 210 may continuously and/or periodically obtain
signal data based on an availability of the signal data from
internal and/or external data sources.

In some embodiments, the cyber resilience assessment
tool 200 may include a cyber resilience assessment module
220. The cyber resilience assessment module 220 may
receive data aggregated by the data aggregation module and
may generate cyber resilience assessments for one or entities
and/or affiliates of the entities. Cyber resilience assessments
may include a cyber resilience rating and/or a cyber security
score as described herein. The cyber resilience assessment
module 220 may generate cyber resilience assessments
including cyber resilience ratings based on the assessment
methodology and methods described herein with respect to
“Exemplary Scoring for a Cyber Resilience Rating”. The
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cyber resilience assessment module 220 may utilize the
scoring methodology for the governance, fortitude, and risk
factors as described below.

In some embodiments, the cyber resilience assessment
tool 200 may be implemented as software executed on one
or more computer systems 400. For example, the cyber
resilience assessment tool 200 may be implemented as
software executed on an entity’s computer systems or a third
party entity’s computer systems, where the third party entity
(e.g., risk management service provider) provides services
to the entity. In some embodiments, the cyber resilience
assessment tool 200 may provide a cyber resilience user
interface 250. The cyber resilience user interface 250 may
present (e.g., display) generated cyber resilience assess-
ments and may selection and analysis of individual compo-
nents (e.g., factors 104, subfactors 106, capabilities 108,
indicators 110, and/or signals 112) of generated cyber resil-
ience assessments for entities.

In some embodiments, the cyber resilience user interface
250 may provide interactive components whereby a user
may interact with the data aggregation module 210 and/or
the cyber resilience assessment module 220. For example,
by interacting with the cyber resilience user interface 250,
the user may modify data sources from which data is
obtained by the data aggregation module 210 and may
review and analyze generated cyber resilience assessments
generated by the cyber resilience assessment module 220.

Some embodiments of assessment methods and method-
ology for generating cyber resilience assessments are
described in further detail below. In addition, some embodi-
ments of a method 300 for providing a cyber resilience
rating are described below.

Exemplary Scoring for a Governance Factor

In some embodiments, the cyber risk assessment module
220 may generate scoring for factors of a cyber resilience
rating and/or a cyber security score. In some cases, the cyber
risk assessment module 220 may generate a score for a
governance factor. The governance factor may provide an
indication of management of an entity’s cyber security
organization. Managing an entity’s cyber security organiza-
tion can require aligning the entity’s cyber security culture,
strategy, resources, third party affiliates, risk management,
and penetration testing in furtherance of the business goals
and objectives of entity. Such subfactors as described herein
can be encapsulated in a generated governance score. In
some embodiments, the governance factor may be scored on
a 0-100 scale and is evaluated according to a rubric for the
subfactors (e.g., subfactors 106) of the governance factor as
shown in Table 3. In some cases, the governance factor may
be measured and weighted using various gradients and

scales different from those described in Table 3.
TABLE 3
Governance Factor Scoring Methodology
Subfactor Possible Points Weight
Culture 0-100 (100/6)%
Strategy 0-100 (100/6)%
Resources 0-100 (100/6)%
Third Party 0-100 (100/6)%
Affiliates
Enterprise Risk 0-100 (100/6)%
Loss Exposure
Management
Penetration 0-100 (100/6)%
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As shown in Table 3, in this particular embodiment, each
of the subfactors (e.g., subfactors 106) may be scored on a
scale of 0-100, multiplied by a respective weight, and
summed to produce a score for the governance factor as
described by Equation 1.

6 m
Governance Factor Score = Z Subfactor, * Weight,

x=1

In this particular embodiment, each subfactor may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. The governance factor may be scored based on a
weighted combination of the subfactors for culture, strategy,
resources, third-party affiliates, enterprise risk loss exposure
management, and penetration testing and red team exercises.
Each individual subfactor may be scored independently as
described below.

In some embodiments, a governance factor may include
an entity’s cyber security culture (referred to herein as
“culture”) as a subfactor. A score for an entity’s culture
subfactor may be based on one or more capabilities (e.g.,
capabilities 108). Examples of capabilities indicative of the
culture subfactor are described in Table 4.

TABLE 4

Culture Subfactor Scoring Methodology

Security Culture Capability Points Weight

Behavior 0-100 (100/7)%
Communications 0-100 (100/7)%
Conformity 0-100 (100/7)%
Understanding 0-100 (100/7)%
Conduct 0-100 (100/7)%
Roles and Responsibilities 0-100 (100/7)%
Security Awareness and Training 0-100 (100/7)%

The capabilities for the culture subfactor as shown in
Table 4 can assess to what extent security expectations are
present throughout an evaluated entity’s organizational cul-
ture. The culture subfactor may be assessed by a number of
indicators (e.g., indicators 110) that quantify each of the
capabilities described in Table 4. Indicators may be derived
from signals (e.g., signals 112) as described herein for the
cyber resilience assessment tool 200. In this particular
embodiment, each of the capabilities may be scored on a
scale of 0 to 100, multiplied by a respective weight, and then
summed to produce a score for the culture subfactor as
described by Equation 2.

7 @
Culture Subfactor Score = Z Capability, « Weight,,

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs.

In some embodiments, a governance factor may include
an entity’s cyber security strategy (referred to herein as
“strategy”) as a subfactor. The strategy subfactor can assess
how well aligned the entity’s cyber security organization is
to the business served by the entity. A score for an entity’s
strategy subfactor may be based on one or more capabilities
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(e.g., capabilities 108). Examples of capabilities indicative
of the strategy subfactor and criteria for each capability are
described in Table 5.

TABLE 5

Strategy Subfactor Scoring Methodology

Security
Strategy
Capability Criteria Points Weight
Security 1. No security strategy 1.0 20%
Strategy 2. Documented security strategy 2.50
Type 3. Documented multiyear security strategy 3. 100
Security 1. Security primarily driven by firefighting 1.0  20%
Strategy needs 2.25
Drivers 2. Security primarily driven by audit and 3. 50

compliance 4. 100

3. Security primarily driven by alignment

with corporate strategy, inclusive of all

necessary obligations

4. Security primarily driven by a balance

of

corporate strategy in line with cyber risk

appetite
Regulatory 1. Regulatory requirements are not known 1.0  20%
Alignment  or heeded 2.50

2. Entity develops ad-hoc regulatory 3. 100

requirements

3. Regulatory requirements are integrated

into security policy and strategy
Policy and 1. No security policy and standards 1.0 20%
Standards 2. Published security policy and standards 2. 50

3. Security policy and standards are 3. 100

published and approved by business leaders
Issues/ 1. No issue/findings prioritization 1.0 20%
Findings 2. Issues/findings prioritized by non- 2.50
Prioritiza- business stakeholders 3. 100

tion 3. Issues/findings prioritized to meet

business and regulatory requirements

The strategy subfactor may be based on one or more
capabilities and corresponding criteria as shown in Table 5.
The highest level of performance for each capability may be
the assigned score for the respective criteria corresponding
to the entity for the respective capabilities, such that
assigned scores are not cumulative for each categorical
assessment of the criteria. The strategy subfactor may be
assessed by a number of indicators (e.g., indicators 110) that
map to one of the criteria for each of the capabilities
described in Table 5. Indicators may be derived from signals
(e.g., signals 112) as described herein for the cyber resilience
assessment tool 200. In this particular embodiment, each of
the capabilities may be scored on a scale of 0 to 100 based
on the corresponding criteria of the entity corresponding to
the respective capabilities, multiplied by a respective
weight, and then summed to produce a score for the strategy
subfactor as described by Equation 3.

5 (©)]
Strategy Subfactor Score = Z Capability « Weight

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs.

In some embodiments, a governance factor may include
an entity’s funding and/or available resources for cyber
security (referred to herein as “resources”) as a subfactor. A
score for an entity’s resources subfactor may be based on
one or more capabilities (e.g., capabilities 108). A resources
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subfactor indicative of a well-funded security organization
may be a prerequisite for adequate cyber security execution
and subsequent risk management. A resources subfactor may
indicate an entity’s allocation of resources (e.g., funding) for
cyber security functions. A resources subfactor may indicate
which of the following groups of an entity receive resources
for cyber security, including (but not limited to): Asset
Management; Penetration Testing and Red Teaming; Iden-
tify and Access Management; IT/Cyber Risk Management;
Networking and Telecommunications; Security/Business
liaisons (BISOs); Security Operations; Security Technology
and Architecture; Cloud Security; and Threat Intelligence.
Examples of capabilities indicative of the resource subfactor
and criteria for each capability are described in Table 6.

TABLE 6

Resource Subfactor Scoring Methodology

Resource
Capability Criteria Points  Weight
Budgeting 1. Ad-hoc funding for security 1.0 50%
Process 2. Annual Security Budget 2.50

3. Multi-year Security budget 3. 100
Budget Ten points for each area that is funded 0-100  50%
Priorities . Asset Management

1
2. Penetration Testing and Red Teaming
3. Identify and Access Management

4. IT/Cyber Risk Management

5. Networking and Telecommunications
6. Security/Business liaisons (BISOs)

7. Security Operations

8. Security Technology and Architecture
9. Cloud Security

10. Threat Intelligence

The resources subfactor may be based on one or more
capabilities and corresponding criteria as shown in Table 6.
The resource subfactor may be assessed by a number of
indicators (e.g., indicators 110) that map to one of the
criteria for each of the capabilities described in Table 6.
Indicators may be derived from signals (e.g., signals 112) as
described herein for the cyber resilience assessment tool
200. In this particular embodiment, each of the capabilities
may be scored on a scale of 0 to 100 based on the
corresponding criteria of the entity, multiplied by a respec-
tive weight, and then summed to produce a score for the
resources subfactor as described by Equation 4.

2 (C)
Resources Subfactor Score = Z Capability « Weight

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs.

In some embodiments, a governance factor may include
an entity’s visibility and management of affiliates (e.g.,
supply chain providers, vendors, and/or third parties having
relationships with the entity) of the entity (referred to herein
as “third-party affiliates™) as a subfactor. A score for an
entity’s third-party affiliates subfactor may be based on one
or more capabilities (e.g., capabilities 108). Examples of
capabilities indicative of the third-party affiliates subfactor
and criteria for each capability are described in Table 7.
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TABLE 7

Third-Party Affiliates Subfactor Scoring Methodology

Third-Party Affiliates Capability Points Weight
Inventory 0-100 12.5%
Onboarding 0-100 12.5%
Risk-Based Approach 0-100 12.5%
Due Diligence 0-100 12.5%
Continuous Monitoring 0-100 12.5%
Oversight 0-100 12.5%
Incident Response and Recovery 0-100 12.5%
Roles and Responsibilities 0-100 12.5%

The third-party affiliates subfactor may be assessed by a
number of indicators (e.g., indicators 110) that quantify each
of the capabilities described in Table 7. Indicators may be
derived from signals (e.g., signals 112) as described herein
for the cyber resilience assessment tool 200. The indicators
may indicate the entity’s performance for each capability
and the capabilities may be cross-referenced to popular
security and control frameworks. In this particular embodi-
ment, each of the capabilities may be scored on a scale of 0
to 100, multiplied by a respective weight, and then summed
to produce a score for the third-party affiliates subfactor as
described by Equation 5.

8 ®
Third Party Affiliates Subfactor Score = Z Capability, « Weight,,

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs.

In some embodiments, a governance factor may include
an assessment of whether and/or to what extent an entity is
capable of withstanding extreme and tail cyber loss events
strategy (referred to herein as “enterprise risk loss exposure
management” or “risk management”) as a subfactor. For
example, the enterprise risk loss exposure management
subfactor may measure whether an entity has appropriate
insurance coverage and/or if the entity conducts capital
allocation or self-insurance exercises with specific cyber
loss scenarios. A score for an entity’s enterprise risk loss
exposure management subfactor may be based on one or
more criteria. Examples of criteria indicative of the enter-
prise risk loss exposure management subfactor are described
in Table 8.

TABLE 8

Enterprise Risk Loss Exposure
Management Subfactor Scoring Methodology

Criteria Score
No insurance or reserves 0
Reserves or insurance 50
Reserves and Insurance 100

The enterprise risk loss exposure management subfactor
may be assessed by a number of indicators (e.g., indicators
110) that indicate the criteria described in Table 8. Indicators
may be derived from signals (e.g., signals 112) as described
herein for the cyber resilience assessment tool 200. Based on
the criteria shown in Table 8, a score may be produced for
the enterprise risk loss exposure management subfactor as
described by Equation 6.
©

Risk Management Subfactor Score=Criteria Score
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In some embodiments, a governance factor may include
an assessment of a degree to which an entity is engaged in
mature penetration testing and red teaming activities to test
their control environment and identify deficiencies (referred
to herein as “penetration testing and red team exercises”) as
a subfactor. A score for an entity’s penetration testing and
red team exercises subfactor may be based on one or more
capabilities (e.g., capabilities 108). Examples of capabilities
indicative of the penetration testing and red team exercises
subfactor and criteria for each capability are described in
Table 9.

TABLE 9

Penetration Testing And Red Team Exercises Subfactor Scoring
Methodology

Capability Criteria Score Weight

Type 1. Entity does not perform a vulnerability or 1.0 25%
penetration test 2.50
2. Entity performs a basic vulnerability or 3. 100
penetration test
3. Entity performs a multi-layered attack
simulation utilizing both social and technol-
ogy
attacks

Scope 1. Entity does not perform a vulnerability or 1.0 25%
penetration test 2.50
2. Limited scope/specific targets are desig- 3. 100
nated
out of scope (affecting mission/business
objectives)
3. Broad scope (virtually nothing is off limits)

Frequency 1. Entity does not perform a vulnerability or 1.0 25%
penetration test 2.50
2. Conducted at least every other year 3. 100
3. Conducted at least annually

Operator 1. Entity does not perform a vulnerability or 1.0 25%
penetration test 2.33
2. Conducted by internal staff only 3. 66
3. Conducted by external staff 4. 100

4. Conducted by a different external providers
each time

The penetration testing and red team exercises subfactor
may be based on one or more capabilities and corresponding
criteria as shown in Table 9. The penetration testing and red
team exercises subfactor may be assessed by a number of
indicators (e.g., indicators 110) that map to one of the
criteria for each of the capabilities described in Table 9.
Indicators may be derived from signals (e.g., signals 112) as
described herein for the cyber resilience assessment tool
200. In this particular embodiment, each of the capabilities
may be scored on a scale of 0 to 100 based on the
corresponding criteria of the entity, multiplied by a respec-
tive weight, and then summed to produce a score for the
penetration testing and red team exercises subfactor as
described by Equation 7.

(O]
Penetration Testing & Red Teaming Subfactor Score =

4
Z Capability, = Weight,

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs.
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As described herein, the cyber resilience assessment tool
200 may determine the governance factor score based on a
weighted sum of the individual scores for one or more
subfactors, including culture, strategy, resources, third-party
affiliates, enterprise risk loss exposure management, and
penetration testing and red team exercises. In some embodi-
ments, alternate scoring combinations to determine the score
for the governance factor of the cyber resilience rating and
the cyber security score may be used by the cyber resilience
assessment tool 200.

Exemplary Scoring for a Fortitude Factor

In some cases, the cyber risk assessment module 220 may
generate a score for a fortitude factor. The fortitude factor
may provide an indication of an entity’s security posture,
including the entity’s ability to prevent and withstand the
impact of cyber events (e.g., incidents). An entity’s security
posture and assessed score for a fortitude factor may be
based on subfactors including a protection, detection, and
response subfactor. Such subfactors as described herein can
be encapsulated in a generated fortitude score. In some
embodiments, the fortitude factor may be scored on a 0-100
scale and is evaluated according to a rubric for the subfactors
(e.g., subfactors 106) of the fortitude factor as shown in
Table 10. The score for the fortitude factor may be weighted
evenly between controls that affect loss events from occur-
ring (e.g., as indicated by the protection factor) and controls
that affect the amount of losses an entity might incur (e.g.,
as indicated by the detection and response factors). In some
cases, the fortitude factor may be measured and weighted
using various gradients and scales different from those
described in Table 10.

TABLE 10

Fortitude Factor Scoring Methodology

Subfactor Possible Points Weight
Protection 0-100 50%
Detection/Response 0-100 50%

As shown in Table 10, in this particular embodiment, each
of the subfactors (e.g., subfactors 106) may be scored on a
scale of 0-100, multiplied by a respective weight, and
summed to produce a score for the fortitude factor as
described by Equation 8.

Fortitude Factor Score=
(Protection,,,,. *Protectiony;.,)+HDetection
Responses,,,. *Detection Response;,.)

®)

In this particular embodiment, each subfactor may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. Each individual subfactor may be scored indepen-
dently as described below.

In some embodiments, a fortitude factor may include an
entity’s protection controls (referred to herein as “protec-
tion) as a subfactor. An entity’s protection controls may be
represented by a number of control evaluations focused on
technologies and practices that prevent an attacker or insider
from initiating a data disclosure, fraud, and/or business
interruption event. A score for an entity’s protection sub-
factor may be based on one or more capabilities (e.g.,
capabilities 108). Examples of capabilities indicative of the
protection subfactor are described in Table 11.
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TABLE 11

Protection Subfactor Scoring Methodology

Protection Capability Points Weight

Application Software Security 1-100 (100/12)%
Asset Inventory 1-100 (100/12)%
Boundary Defense 1-100 (100/12)%
Browser Security 1-100 (100/12)%
Data Protection 1-100 (100/12)%
Email Security 1-100 (100/12)%
Identity and Access Management 1-100 (100/12)%
Network Protection 1-100 (100/12)%
Secure Network Device Configuration 1-100 (100/12)%
Secure Server Configuration 1-100 (100/12)%
Secure Workstation Configuration 1-100 (100/12)%
Vulnerability Management 1-100 (100/12)%

The protection subfactor may be based on one or more
capabilities as shown in Table 11. The protection subfactor
may be assessed by a number of indicators (e.g., indicators
110) that quantify each of the capabilities described in Table
11. Indicators may be derived from signals (e.g., signals 112)
as described herein for the cyber resilience assessment tool
200. Each of the capabilities shown in Table 11 and the
indicators mapped to the respective capabilities may be
cross-referenced to popular security and control frameworks
and practices. Each capability may have a series of control
test indicators used to determine how well the entity is
performing in the respective capability. In this particular
embodiment, each of the capabilities may be scored on a
scale of 0 to 100, multiplied by a respective weight, and then
summed to produce a score for the protection subfactor as
described by Equation 9.

12
Protection Subfactor Score = Z Capability, « Weight,,

x=1

@

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. Some or all of the indicators that are scored for each
capability in Table 11 may be distributed via a Z-Score
function and indexed to peer benchmarks, to allocate the
point spread across the number of indicators being assessed.

In some embodiments, a fortitude factor may include an
entity’s detection controls and response controls (referred to
herein as “detection and response”) as a subfactor. An
entity’s detection controls may be represented by a number
of control evaluations focused on technologies and practices
that allow an entity to detect the actions of an individual
(e.g., attacker or insider) as the individual perpetrates a data
disclosure, fraud, and/or business interruption event. An
entity’s response controls may be represented by a number
of control evaluations focused on technologies and practices
that allow an entity to respond to the actions of an individual
(e.g., attacker or insider) as the individual perpetrates a data
disclosure, fraud, and/or business interruption event. A score
for an entity’s detection and response subfactor may be
based on one or more capabilities (e.g., capabilities 108).
Examples of capabilities indicative of the detection and
response subfactor are described in Table 12.
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TABLE 12

Detection and Response Subfactor Scoring Methodology

Detection/Response Capability Points ~ Weight
Logging 0-100 25%
Monitoring and Alerting 0-100 25%
Business Continuity Planning (BCP) and Data 0-100  25%
Recovery

Incident Response and Management 0-100 25%

The detection and response subfactor may be based on
one or more capabilities as shown in Table 12. The detection
and response subfactor may be assessed by a number of
indicators (e.g., indicators 110) that quantify each of the
capabilities described in Table 12. Indicators may be derived
from signals (e.g., signals 112) as described herein for the
cyber resilience assessment tool 200. Each of the capabili-
ties shown in Table 12 and the indicators mapped to the
respective capabilities may be cross-referenced to popular
security and control frameworks and practices. Each capa-
bility may have a series of control test indicators used to
determine how well the entity is performing in the respective
capability. In this particular embodiment, each of the capa-
bilities may be scored on a scale of 0 to 100, multiplied by
arespective weight, and then summed to produce a score for
the protection subfactor as described by Equation 10.

4 (10)
Detection & Response Subfactor Score = Z Capability, « Weight,

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. Some or all of the indicators that are scored for each
capability in Table 12 may be distributed via a Z-Score
function and indexed to peer benchmarks, to allocate the
point spread across the number of indicators being assessed.
In some cases, the detection and response subfactor score
may be assessed by outside-in and/or inside-out assessments
for an entity.

As described herein, the cyber resilience assessment tool
200 may determine the fortitude factor score based on a
weighted sum of the individual scores for one or more
subfactors, including protection and detection and response.
In some embodiments, alternate scoring combinations to
determine the score for the fortitude factor of the cyber
resilience rating and the cyber security score may be used by
the cyber resilience assessment tool 200.

Exemplary Scoring for a Risk Factor and Peer
Group Analysis

In some cases, the cyber risk assessment module 220 may
generate a score for a risk factor. The risk factor may provide
an indication of an entity’s quantified cyber risk using cyber
risk quantification (CRQ) methods (e.g., methods as articu-
lated in the Open FAIR standards). A score for the risk factor
may be assessed based producing an exceedance probability
(EP) curve and related cyber loss simulation data that
represents the entity’s loss potential (e.g., economic and/or
financial loss potential) and related probability of such loss
potential. Each EP curve may include a continuous or
discrete graph of loss values (also referred to as “loss
amounts”) plotted against respective probabilities that the
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entity’s losses for a period of time (e.g., 1 year, 5 years, 10
years, etc.) exceed the loss values. Each EP curve may be
generated based on estimated loss values corresponding to
simulations of cyber loss events performed using Monte
Carlo analysis. Executed simulations of cyber loss events
and corresponding loss values for an entity based on Monte
Carlo analysis may be referred to herein as “cyber loss
simulation data”. In some cases, the EP curve may also be
referred to as a Loss Exceedance Curve (LEC). In some
embodiments, the risk factor may be scored on a 0-10 scale
and an intersection of the entity’s materiality may be plotted
on the probability axis of the EP curve and the entity’s
resultant EP value may be evaluated according to one of the
rubrics (Option 1 or Option 2) as shown in Table 13. The EP
value may be determined based on a probability correspond-
ing to an entity’s materiality value, where the materiality
value may be equivalent to an entity’s materiality threshold
(e.g., as described with respect to Table 20) multiplied by the
entity’s gross revenue (e.g., annual gross revenue).

TABLE 13

Risk Factor Scoring Methodology

EP Value Score

Option 1

>=0%-< 11%
>=11%-< 21%
>=21%-< 31%
>=31%-< 41%
>=41%-< 51%
>=51%-< 61%
>=61%-< 71%
>=71%-< 81%
>=81%-< 91%
>=91%

—_ W kN 0D

Option 2

>=0% to <=1%

>1% to <=6%

>6% to <=15%
>15% to <=25
>25% to <=35%
>35% to <=45%
>45% to <=55%
>55% to <=65%
>65% to <=75%
>75%

—_ W kN0 DD

The risk factor may quantitatively assess an entity’s
financial loss exposure based on data sets comprised of
entity cohorts (also referred to as “peer entities”) that have
experienced similar events to the entity under evaluation.
Selection of peer entities for an entity under evaluation may
be executed as described below.

To generate the EP curve for an entity and to assess a score
for the risk factor, the cyber resilience assessment module
220 may perform peer group analysis to identify peer
entities and events for an entity. Peer group analysis may be
conducted on entities for the purpose of selecting a sampling
of (i) entities that are peers of an entity; and (ii) events
experienced by those entities that are suitable for compari-
son. Peer group analysis for an entity may include multiple
phases, including phase one (referred to as “peer entity
analysis”) and phase two (referred to as “event selection™),
where performance of phase one may be a prerequisite to
performing phase two. Phase one filtering may not have a
minimum number of entities. A sufficient selection of
records in phase two may be 10 records. Alternative num-
bers of records for phase 2 may be used. In phases one and
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two and for all levels of analysis, a timeline for comparison
between entities may be events that have occurred in the past
10 years. In some cases, alternative time periods for event
comparison may be used, such as 1, 2, 4, 8, or 16 years. Peer
group analysis may group an entity with peer entities based
on one or more groupings of analysis as described in Table
14, including global, sector, region, cluster, and cohort
groupings. Additional groups may be used as described in
Table 14.

TABLE 14

Groupings for Peer Selection Analysis for an Entity

Grouping  Industry Geography Size

1 Global All industry codes All Geographies  All Sizes
2 Sector 2-digit North American All Geographies  All Sizes
Industry Classification
System (NAICS) code
3 Region 2-digit NAICS code Same All Sizes
Geographical
Region (NA, SA,
CALA, EMEA,
APAC)
4 Cluster 4-digit NAICS code Same Country All Sizes
5  Cohort 4-digit NAICS code Same Country Same
Operating
Revenue Bin
6 Reserved 6-digit NAICS code Same Country Same
for Future Operating
Use Revenue Bin
7  Reserved 6-digit NAICS code More granular Same
for Future country region Operating
Use Revenue Bin

As described in Table 14, an entity may be grouped with
peer entities in global, sector, region, cluster, and cohort
groupings (e.g., in order of least granular to most granular
groupings). To compare the industries, regions, and sizes of
entities, the data aggregation module 210 may receive
and/or otherwise obtain entity indicator data for each entity
evaluated by the cyber resilience assessment tool 200. Entity
indicator data may include a number of entity indicators
(e.g., such as tuples) that are indicative of characteristics of
each entity evaluated by the cyber resilience assessment tool
200. Each indicator may include one or more indicators for
each of an entity’s industry (e.g., indicated by NAICS codes
or any other suitable industry identifier), geographic region
(e.g., such as continent, country, state/province, city, and/or
any other geographic indicator), and size (e.g., indicated by
revenue, number of employees, etc.). Peer entities within
each grouping for an entity may have an industry, region,
and size (e.g., revenue) as described by Table 14 with respect
to the entity. For example, peer entities of the entity in the
global grouping may be entities of all industry codes, all
geographies and all sizes, while peer entities of the entity in
the cohort grouping may be entities having the same 4-digit
NAICS code as the entity, located in the same country as the
entity, and having the same bin (e.g., categorical assessment)
of operating revenue as the entity. While an industry of an
entity may be indicated with respect to NAICS codes (e.g.,
2, 4, or 6-digit NAICS codes), any suitable identifier for an
entity’s industry may be used for peer group analysis as
described herein.

As a part of phase one of peer group analysis for an entity,
the cyber resilience assessment module 220 may perform
global peer analysis. For global peer analysis, no filters may
be applied the potential peer entities available for compari-
son, thereby establishing a baseline group of entities (also
referred to as a “peer entity group”) from which to compare
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any single entity. All entities may be able to be compared at
the global peer analysis level.

Based on performing global peer analysis, the cyber
resilience assessment module 220 may perform sector peer
analysis, which may filter the group of peer entities deter-
mined in the global peer analysis based on the industry
corresponding to the entity under evaluation. To filter the
group of peer entities, the cyber resilience assessment mod-
ule 220 may remove entities from the peer entity group that
have an industry code (e.g., two-digit NAICS code) different
from the respective code of the entity under evaluation, such
that the only entities that have the same code as the entity
remain in the group of peer entities. Sector peer analysis
may select all entities within the same industry as the entity
under evaluation for inclusion in the group of peer entities.
Examples of industry codes used to perform sector peer
analysis are described in Table 15.

TABLE 15

Industry Codes for Sector Peer Analysis

Code Industry Title

11 Agriculture, Forestry, Fishing and Hunting

21 Mining

22 Utilities

23 Construction

31-33 Manufacturing

42 Wholesale Trade

44-45 Retail Trade

48-49 Transportation and Warehousing

51 Information

52 Finance and Insurance

53 Real Estate Rental and Leasing

54 Professional, Scientific, and Technical Services

55 Management of Companies and Enterprises

56 Administrative and Support and Waste Management
and Remediation Services

61 Educational Services

62 Health Care and Social Assistance

71 Arts, Entertainment, and Recreation

72 Accommodation and Food Services

81 Other Services (except Public Administration)

92 Public Administration

Based on performing sector peer analysis, the cyber
resilience assessment module 220 may perform region peer
analysis, which may filter the group of peer entities deter-
mined in the sector peer analysis based on the geographical
region corresponding to the entity under evaluation. To filter
the group of peer entities, the cyber resilience assessment
module 220 may remove entities from the peer entity group
that correspond to a different geographical region from the
respective geographical region of the entity under evalua-
tion, such that the only entities that have the same geo-
graphical region as the entity remain in the group of peer
entities. Region peer analysis may select all entities within
the same geographic region as the entity under evaluation
for inclusion in the group of peer entities. In some cases, an
entity referred to as corresponding to a geographic region
may be geographically located in the geographic region or
headquartered in the geographic region. Examples of geo-
graphic regions used to perform region peer analysis are
described in Table 16.
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TABLE 16

Regions for Region Peer Analysis

Code Region

NA North America

SA South America

CALA Central and Latin America
EMEA Europe, Middle East, and Africa
APAC Asia Pacific

Based on performing region peer analysis, the cyber
resilience assessment module 220 may perform cluster peer
analysis, which may filter the group of peer entities deter-
mined in the region peer analysis based on an industry code
(e.g., 4-digit NAICS code) and the country corresponding to
the entity under evaluation. To filter the group of peer
entities, the cyber resilience assessment module 220 may
remove entities from the peer entity group that correspond to
a different country from the respective country of the entity
under evaluation, such that the only entities that have the
same country as the entity remain in the group of peer
entities. To filter the group of peer entities, the cyber
resilience assessment module 220 may remove entities from
the peer entity group that correspond to a different industry
from the respective industry of the entity under evaluation,
such that the only entities that have the same 4-digit NAICs
code as the entity remain in the group of peer entities.
Cluster peer analysis may select all entities within the same
country and with the same 4-digit NAICS code as the entity
under evaluation for inclusion in the group of peer entities.
In some cases, an entity referred to as corresponding to a
country may be geographically located in the country or
headquartered in the country. Examples of industry codes
used to perform cluster peer analysis are described in Table
17.

TABLE 17

Industry Codes for Cluster Peer Analysis
Code Title
5211 Monetary Authorities-Central Bank
5221 Depository Credit Intermediation
5222 Non-depository Credit Intermediation
5223 Activities Related to Credit Intermediation
5231 Securities and Commodity Contracts

Intermediation and Brokerage

5232 Securities and Commodity Exchanges
5241 Insurance Carriers
5251 Insurance and Employee Benefit Funds

Based on performing cluster peer analysis, the cyber
resilience assessment module 220 may perform cohort peer
analysis, which may filter the group of peer entities deter-
mined in the cluster peer analysis based on a respective
revenue bin corresponding to the revenue (e.g., annual
revenue) of the entity under evaluation. Cohort peer analysis
may be the most granular of the groupings produced by the
peer analysis as described herein. To filter the group of peer
entities, the cyber resilience assessment module 220 may
obtain a revenue for the entity under evaluation and may
determine a revenue bin mapped to the entity’s revenue.
Based on the mapping, the cyber resilience assessment
module 220 remove entities from the peer entity group that
correspond to a different revenue bin (e.g., size as described
in Table 18) from the respective revenue bin of the entity
under evaluation, such that the only entities that have the
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same revenue bin as the entity remain in the group of peer
entities. Cohort peer analysis may select all entities within
the same revenue bin as the entity under evaluation for
inclusion in the group of peer entities. Examples of revenue
bins used to perform cohort peer analysis are described in
Table 18. The revenue bins used for cohort peer analysis
may deviate from the revenue bins described in Table 18 by
using different minimum and/or maximum revenue thresh-
olds for each bins and/or including a different number of

bins.
TABLE 18
Revenue Bins for Cohort Peer
Analysis
Size Min Max
Very Large >$130M USD n/a
Large >$13M USD <$130M USD
Medium >$1.3M USD <$13M USD
Small >$0 USD <$1.3M USD

While peer analysis for certain groupings is described
herein as being based on other levels of peer analysis, the
cyber resilience assessment module 220 may directly per-
form peer analysis for any of the groupings (e.g., global,
sector, region, cluster, and cohort) described herein based on
the criteria described in Table 14 without performing peer
analysis for any other grouping as a prerequisite. Based on
the peer analysis as described herein, peer entity groups may
be generated for an entity under evaluation at any and/or all
of the global, sector, region, cluster, and cohort groupings.

Based on performing phase one of peer group analysis to
determine peer entity group(s) for the entity, as a part of
phase two of peer group analysis, the cyber resilience
assessment module 220 may perform record selection (e.g.,
for a minimum selection of 10 records) for one or more loss
event types. Examples of loss event types for record selec-
tion are described in Table 19. Table 19 further describes an
exemplary set of fields that may be used to determine which
loss event records correspond to (e.g., are mapped to) a
particular loss event type.

TABLE 19

Loss Event Types for Record Selection

Loss Event Type

Classification Record Categories

Data disclosure Data-Malicious Breach

(DD) Data-Physically Lost or Stolen
Data-Unintentional Disclosure

Business Cyber Extortion

Interruption (BI) Network/Website Disruption

Fraud (FR) Identity-Fraudulent Use/Account Access
Phishing, Spoofing, Social Engineering
Skimming, Physical Tampering

Privacy (PR) Privacy-Unauthorized Contact or Disclosure

Reserved for Privacy-Unauthorized Data Collection

Future Use

The cyber resilience assessment module 220 may select
event records for each of the loss event types described in
Table 19. The event records may correspond to events
experienced by entities in a peer entity group of the entity
under evaluation and may be randomly sampled from avail-
able event records obtained for the peer entity group. As an
example, event records may be derived from and/or included
in signals (e.g., signals 112) obtained by the cyber resilience
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assessment tool 200. Each event record may include an
indication of a loss event type and a loss value (e.g., financial
and/or economic loss value) experienced by the peer entity
to which the event record corresponds. A minimum number
(e.g., 10) of event records may be selected for each loss
event type. For each loss event type, event records may be
initially selected from event records corresponding to peer
entities of a peer entity group at a cohort filtering level. If a
number of records available for the peer entity group at the
cohort filtering level is less than the minimum number (e.g.,
10) of selected event records, the peer entity group may
change by a single level (e.g., cohort to cluster, cluster to
region, region to sector, etc.) of granularity until the mini-
mum number of event records is available for selection for
each loss event type. For example, based on determining less
than a minimum number of event records are available for
the Fraud loss event type for the peer entity group at the
cohort filtering level, the cyber resilience assessment mod-
ule 220 may determine a number of records available for the
Fraud loss event type for the peer entity group at the cluster
filtering level, which may have more than the minimum
number of event records available. Based on the selected
loss event records for each loss event type, the cyber
resilience assessment module 220 may determine an EP
curve for each loss event type as described herein.

In some embodiments, the available loss event records for
a peer entity group of an entity under evaluation can be
further filtered based on the primary and secondary controls
that have contributed to a loss event. Based on such filtering,
the loss event records may be more specific and/or otherwise
applicable to an evaluated entity’s control posture. This filter
may use an indication (e.g., list) of control tests being
performed against an evaluated entity and an indication
(e.g., list) of event records selected using the peer group
analysis methodology described herein. Based on such fil-
tering, the event records selected for peer comparison may
reflect the corresponding failed, missing, and/or compro-
mised controls as the controls corresponding to the entity.

In some embodiments, to determine a score for the risk
factor as described herein, the cyber resilience assessment
module 220 may generate cyber loss simulation data and one
or more related EP curves. Cyber loss simulation data and
each EP curve may be generated based on the selection of
loss event records and included loss values obtained from
peer entity group(s). The EP curve may represent the poten-
tial loss values for the entity and corresponding probabilities
segmented into three high-level scenarios that each corre-
spond to one of the loss event types described herein,
including DD, BI, and FR loss event types. The EP curve
may provide a probabilistic view of the loss potentials of the
entity under evaluation, such that the EP curve provides a
graphical representation of the probability that a certain
level of loss will be exceeded. This EP curve can be
generated (e.g., computed) using one or more (e.g., four)
methods based on an availability of data as indicated below,
where each method may generate an EP curve indicating a
unique views of an entity’s loss potential. In some cases,
three EP curves may be generated for an evaluated entity to
represent the possible loss values and corresponding prob-
abilities for each of loss event types described herein (e.g.,
DD, BI, and FR loss event types). Based on data availability
(e.g., availability of event records for each loss event type),
three EP curves may be generated for each entity to illustrate
the confidence level of cyber loss exposure for which an
entity is susceptible.

In some embodiments, the cyber resilience assessment
module 220 may generate an uncalibrated EP curve (also
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referred to as a “level one EP curve” or “L1 EP curve”). The
uncalibrated EP curve may be a default curve generated by
the cyber resilience assessment module 220 for evaluation of
an entity. The uncalibrated EP curve may be generated based
only on a loss potential of the peer entity group of an entity.
For generation of an uncalibrated EP curve, the minimum,
maximum, mode, and/or lambda values for the range of loss
values from the selected loss event records may be com-
puted and provided as an input for a number of Monte Carlo
simulations. The minimum, maximum, and mode values for
the range of loss values from the selected loss event records
may be used to generate a beta PERT distribution, where the
generated beta PERT distribution may be used as an input
distribution from which to execute a number of Monte Carlo
simulations (also referred to as “iterations™). The lambda
value for the range of loss values from the selected loss
event records may be a kurtosis value computed from the
generated beta PERT distribution. Output cyber loss simu-
lation data of the number of executed Monte Carlo simula-
tions may be used to generate the uncalibrated EP curve.

In some embodiments, the cyber resilience assessment
module 220 may generate an outside-in calibrated EP curve
(also referred to as a “level two EP curve” or “L.2 EP curve”).
The outside-in calibrated EP curve may be generated when
outside-in assessment results are available and/or otherwise
included in the signals 112. For generation of the outside-in
calibrated EP curve, a 1 to 100 outside-in score may be used
to select a loss value from the 25? to the 75% percentile of
the range of loss values from the selected loss event records.
The minimum and maximum values for the range of loss
values from the selected loss event records and the loss value
at the loss percentile that corresponds to the outside-in score
may be computed and provided as an input for a number of
Monte Carlo simulations. The minimum and maximum
values for the range of loss values from the selected loss
event records and the selected loss value (e.g., functioning
as the mode value of the loss values) may be used to generate
a beta PERT distribution, where the generated beta PERT
distribution may be used as an input distribution from which
to execute a number of Monte Carlo simulations. Output
cyber loss simulation data of the number of executed Monte
Carlo simulations may be used to generate the outside-in
calibrated EP curve.

In some embodiments, the cyber resilience assessment
module 220 may generate an survey-input/self-attestation
calibrated EP curve (also referred to as a “level three EP
curve” or “L3 EP curve”). The survey-input/self-attestation
calibrated EP curve may be generated when a customer has
provided answers to survey questions (e.g., obtained by the
data aggregation module 210). The survey-input/self-attes-
tation calibrated EP curve may an internal representative
view of an entity’s control posture.

In some embodiments, the cyber resilience assessment
module 220 may generate an inside-out calibrated EP curve
(also referred to as a “level four EP curve” or “L4 EP
curve”). The inside-out calibrated EP curve may be gener-
ated when there are inside-out assessment results available.
For generation of the inside-out calibrated EP curve, a 1 to
100 inside-out score may be used to select a loss value from
the 25 to the 75" percentile of the range of loss values from
the selected loss event records. The minimum and maximum
values for the range of loss values from the selected loss
event records and the loss value at the loss percentile that
corresponds to the inside-out score may be computed and
provided as an input for a number of Monte Carlo simula-
tions. The minimum and maximum values for the range of
loss values from the selected loss event records and the
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selected loss value (e.g., functioning as the mode value of
the loss values) may be used to generate a beta PERT
distribution, where the generated beta PERT distribution
may be used as an input distribution from which to execute
a number of Monte Carlo simulations. Output expected loss
results of the number of Monte Carlo simulations are used
to generate the inside-out calibrated EP curve.

In some embodiments, one or more of the EP curves
described herein may be combined to generate a combina-
tion EP curve derived from number of validated sources. For
example, an entity’s outside-in calibrated EP curve results
can be combined with a survey-input/self-attestation cali-
brated EP curve to produce a combination EP curve. In some
cases, an entity (via the cyber resilience assessment tool
200) can entirely skip the assessments for generating a
survey-input/self-attestation calibrated EP curve and may
directly cause generation of an inside-out calibrated EP
curve. The cyber resilience assessment tool 200 may gen-
erate an inside-out calibrated EP curve by mapping the
indicators of each assessment to each other and choosing the
values with the most validity to produce an aggregate curve.
The validity of each of the EP curves may increase as the
level of each EP curve increases from level one to level four.
In some cases, the L2 and .3 EP curves may have similar
levels of validity.

In some embodiments, an intersection of a materiality
threshold relative to a probability of an EP curve may be
selected for scoring of the risk factor. The methods and
procedures for determining an entity’s materiality threshold
are described below.

To enhance assessment and scoring of the risk factor, the
cyber resilience assessment module 220 may determine a
financial materiality threshold for an entity under evaluation.
In one example, a financial materiality can be assessed based
on 2%-10% of an entity’s gross revenue (e.g., as reported by
the Bureau van Dijk Orbis firmographic database). Table 20
describes an exemplary set of materiality thresholds (MTs)
that may be used to determine the probability for scoring the
risk factor when plotted on an EP curve.

TABLE 20

Materiality Threshold and Criteria

NAICS Materiality
Industry Codes Threshold
Utilities, Information, Finance and Insurance, 22, 51, 52, 2%
Health Care and Social Assistance 62
Manufacturing; Wholesale Trade; Retail Trade; 31-33, 42, 5%
Professional, Scientific, and Technical Service; 44-45, 54,
Management of Companies and Enterprises; 55, 56, 61,
Administrative and Support and Waste 92
Management and Remediation Services;
Educational Services; Health Care and Social
Assistance; Public Administration
Agriculture, Forestry, Fishing, and Hunting; 11, 21, 23, 10%
Mining; Construction; Transportation and 48-49, 53,
Warehousing; Real Estate Rental and Leasing; 71, 72, 81

Arts,

Entertainment, and Recreation;
Accommodation and Food Services;

Other Services (except Public Administration)

As described by Table 20, a materiality threshold may be
selected for an entity based on the entity’s industry (e.g., as
described by the entity’s respective 2-digit NAICS code).
For example, an entity having an NAICS code of 51 may
have a selected materiality threshold of 2%. The materiality
threshold and corresponding revenue value (e.g., based on
the entity’ annual gross revenue) for an entity may be used
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to determine an EP value from one or more of the generated
EP curves for the entity. For example, for an entity with an
NICS code of 31 and a gross annual revenue of 5,000,000
USD, a materiality threshold of 5% may produce a revenue
value of 250,000 USD. Generated EP curves for the entity
may be used to determine a probability (e.g., EP value) with
which the entity’s losses due to loss events may exceed the
250,000 USD threshold. Based on determining the probabil-
ity, the probability may be mapped to the EP value thresh-
olds described for either Option 1 or Option 2 in Table 13 to
determine a risk factor score for the entity. Based on the
selected materiality threshold, generated EP curves, and an
entity’s revenue value, a risk factor may be scored as
described below.

In some embodiments, as described herein, one or more
EP curves may be generated for an entity based on loss event
types for selected event records used to generate the EP
curves. An EP curve may be an uncalibrated EP curve that
is based solely on the loss potential of the peer entity group
for an entity under evaluation. An EP curve may be an
outside-in calibrated EP curve that is based on scaling an
uncalibrated EP curve by factoring in the entity’s cyber
security score using a completed outside-in assessment (e.g.,
where the assessment collects signals indicative of an enti-
ty’s governance, fortitude, and threat factors externally to
the entity’s computing assets and networks). An EP curve
may be an survey-input/self-attestation calibrated EP curve
that is based on scaling the uncalibrated EP curve by the
entity’s self-attestation of their control posture using a
completed survey-based assessment. The survey-input/self-
attestation calibrated EP curve may be used when an entity
has provided answers to survey questions and has not
provided a full set of technical data from inside the entity. An
EP curve may be an inside-out calibrated EP curve that is
based on scaling an uncalibrated EP curve by factoring in the
entity’s cyber security score using a completed inside-out
assessment (e.g., where the assessment only collects data for
an entity’s governance, fortitude, and threat factors internal
and external to the entity’s computing assets and networks).
In order from least confidence to most confidence in
expected losses, the EP curves may be ordered uncalibrated,
outside-in calibrated, survey-input/self-attestation cali-
brated, and inside-out calibrated. The calibrated EP curves
may illustrate the change in the probability that a certain
level of loss will be exceeded given the entity’s control state.
This may increase or decrease the likelihood of exceeding
losses at the materiality value relative to their peers.

In some embodiments, to generate EP curves as described
herein, the cyber resilience assessment module 220 may
generate datasets including event records for peer entity
groups of an entity. The cyber resilience assessment module
220 may receive event records obtained by the data aggre-
gation module 210 and may generate the datasets for each of
the global, sector, region, cluster, and cohort peer entity
groupings for an entity under evaluation. For each of the
peer entity groups, the cyber resilience assessment module
220 may determine a number of available event records for
each loss event type (e.g., loss event types including DD, BI,
and FR loss event types). For each loss event type, the cyber
resilience assessment module 220 may select a dataset of
event records for a most granular of the peer entity groups
that includes at least a minimum number (e.g., 10) of event
records. As an example, the cyber resilience assessment
module 220 may select datasets for the data disclosure and
business interruption loss event types for the peer entity
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group at the cohort filtering level and may select a dataset for
the fraud loss event type for the peer entity group at the
cluster filtering level.

In some embodiments, based on selecting the dataset of
event records for the most granular of the peer entity groups
that includes at least a minimum number of event records for
each loss event type, the cyber resilience assessment module
220 may generate an uncalibrated EP curve for each loss
event type. To generate the uncalibrated EP curve, the cyber
resilience assessment module may obtain and determine
peer-group minimum, mode, maximum, and lambda values
that summarize the loss values of the dataset of event records
for each loss event type (e.g., loss event types including DD,
BI, and FR loss event types). The minimum, maximum, and
mode values for the range of loss values from the selected
loss event records may be used to generate a beta PERT
distribution, where the generated beta PERT distribution
may be used as an input distribution from which to execute
a number of Monte Carlo simulations (also referred to as
“iterations”). The lambda value for the range of loss values
from the selected loss event records may be a kurtosis value
computed from the generated beta PERT distribution. Based
on determining the minimum, mode, maximum, and lambda
values for the loss values for each dataset, the cyber resil-
ience assessment module 220 may execute a number of
simulations (e.g., 50,000-500,000 simulations) of cyber
events based on the input beta PERT distribution to deter-
mine expected loss values for each loss event type using
Monte Carlo analysis (or another suitable simulation tech-
nique). For example, the cyber resilience assessment module
220 may execute 100,000 Monte Carlo simulations of cyber
events to determine expected losses by the entity over an
annual period. Monte Carlo analysis may be performed
based on the minimum, mode, maximum, and/or lambda
values determined from the loss values of the dataset of
event records for each loss event type as described herein.
Based on the Monte Carlo analysis and executed simulations
of expected loss values for each loss event type, the cyber
resilience assessment module 220 may obtain cyber loss
simulation data that can be used to generate an uncalibrated
EP curve for each loss event type indicative of the entity’s
loss potential and related probability of such loss potential.
The cyber resilience assessment module 220 may generate
an uncalibrated EP curve for each loss event type based on
the cyber loss simulation data.

In some embodiments, the cyber resilience assessment
module 220 may generate an outside-in calibrated EP curve
for each loss event type. Generating the outside-in calibrated
EP curve may be based on scaling the generated uncalibrated
loss curve by factoring in the entity’s cyber security score
that can be based on assessment results for a completed
outside-in cyber security assessment. The assessment results
for the outside-in cyber security assessment may be included
in the signals 112. The method described below for gener-
ating the outside-in calibrated EP curve for each loss event
type may be a formula for producing a single loss event
(SLE) curve. To generate the outside-in calibrated EP curve,
the cyber resilience assessment module 220 may derive a
scaling value (e.g., a new mode value for generating a beta
PERT distribution). To derive the scaling value, the cyber
resilience assessment module 220 may obtain each of:

i. the entity’s score for the detection and response sub-
factor referred to as “z,” as determined based on an
outside-in assessment

ii. the minimum possible score for the detection and
response subfactor referred to as “p,”
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iii. the maximum possible score for the detection and
response subfactor referred to as “p,”

iv. the minimum loss value of the uncalibrated EP curve
referred to as “q,,”, where “i” refers to each loss event
type (e.g., i={DD, BI, FR})

v. the 75” quantile loss value of the uncalibrated EP curve
referred to as ““q,,”, where “i” refers to each loss event
type (e.g., i={DD, BI, FR})

Based obtaining each of the above recited scores and
values, the cyber resilience assessment module 220 may
obtain an estimated mode value for each loss event type that
is representative of the detection and response control
strength of the respective uncalibrated EP curve for the loss
event type. The estimated mode value for each loss event
type (referred to as “i”, where i={DD, BI, FR}) may be
described by Equations 11a and 11b.

k=(42~91)/(P1-P2) (11a)

New Mode Value,=(k;xz | )+q»; (11b)

The minimum, maximum, and estimated new mode val-
ues for the range of loss values from the selected loss event
records may be used to generate a beta PERT distribution,
where the generated beta PERT distribution may be used as
an input distribution from which to execute a number of
Monte Carlo simulations. The lambda value for the range of
loss values from the selected loss event records may be a
kurtosis value computed from the generated beta PERT
distribution.

Based on determining the estimated new mode value for
each loss event type, the cyber resilience assessment module
220 may execute a number of simulations (e.g., 50,000-500,
000 simulations) of cyber events based on the input beta
PERT distribution (e.g., generated based on the estimated
new mode value) to determine expected cyber losses for
each loss event type using Monte Carlo analysis (or another
suitable simulation technique). For example, the cyber resil-
ience assessment module 220 may execute 100,000 Monte
Carlo simulations of cyber events to determine expected
losses by the entity over an annual period. Monte Carlo
analysis may be performed based on the minimum, esti-
mated new mode (e.g., as defined by Equation 11b), maxi-
mum, and/or lambda values determined from the loss values
of the dataset of event records for each loss event type as
described herein. Based on the Monte Carlo analysis and
executed simulations of expected loss values for each loss
event type, the cyber resilience assessment module 220 may
obtain cyber loss simulation data that can be used to generate
an outside-in calibrated EP curve for each loss event type
indicative of the entity’s loss potential and related probabil-
ity of such loss potential. The cyber resilience assessment
module 220 may generate an outside-in calibrated EP curve
for each loss event type based on the cyber loss simulation
data.

In some embodiments, the cyber resilience assessment
module 220 may generate an inside-out calibrated EP curve
for each loss event type. Generating the inside-out calibrated
EP curve may be based on scaling the generated uncalibrated
loss curve by factoring in the entity’s cyber security score
that can be based on assessment results for a completed
inside-out cyber security assessment. The assessment results
for the inside-out cyber security assessment may be included
in the signals 112. The method described below for gener-
ating the inside-out calibrated EP curve for each loss event
type may be a formula for producing a single loss event
(SLE) curve. To generate the inside-out calibrated EP curve,
the cyber resilience assessment module 220 may derive a
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scaling value (e.g., a new mode value for generating a beta
PERT distribution). To derive the scaling value, the cyber
resilience assessment module 220 may obtain each of:

i. the entity’s score for the detection and response sub-
factor referred to as “z,” as determined based on an
inside-out assessment

ii. the minimum possible score for the detection and
response subfactor referred to as “p,”

iii. the maximum possible score for the detection and
response subfactor referred to as “p,”

iv. the minimum loss value of the uncalibrated EP curve
referred to as “q,,;”, where “1” refers to each loss event
type (e.g., i={DD, BIL, FR})

v. the 75 quantile loss value of the uncalibrated EP curve
referred to as “q,,”, where “1” refers to each loss event
type (e.g., i={DD, BI, FR})

Based obtaining each of the above recited scores and
values, the cyber resilience assessment module 220 may
obtain an estimated mode value for each loss event type that
is representative of the detection and response control
strength of the respective uncalibrated EP curve for the loss
event type The estimated mode value for each loss event
type (referred to as “i”, where i={DD, BI, FR}) may be
described by Equations 12a and 12b.

k=(q2~q1)(P1=P2) (12a)

New Mode Value,=(k;Xz5)+q»; (12b)

The minimum, maximum, and estimated new mode val-
ues for the range of loss values from the selected loss event
records may be used to generate a beta PERT distribution,
where the generated beta PERT distribution may be used as
an input distribution from which to execute a number of
Monte Carlo simulations. The lambda value for the range of
loss values from the selected loss event records may be a
kurtosis value computed from the generated beta PERT
distribution.

Based on determining the estimated new mode value for
each loss event type, the cyber resilience assessment module
220 may execute a number of simulations (e.g., 50,000-500,
000 simulations) of cyber events based on the input beta
PERT distribution to determine expected loss values for
each loss event type using Monte Carlo analysis (or another
suitable simulation technique). For example, the cyber resil-
ience assessment module 220 may execute 100,000 Monte
Carlo simulations of cyber events to determine expected
losses by the entity over an annual period. Monte Carlo
analysis may be performed based on the minimum, esti-
mated new mode (e.g., as defined by Equation 12b), maxi-
mum, and/or lambda values determined from the loss values
of the dataset of event records for each loss event type as
described herein. Based on the Monte Carlo analysis and
executed simulations of expected loss values for each loss
event type, the cyber resilience assessment module 220 may
obtain cyber loss simulation data that can be used to generate
an inside-out calibrated EP curve for each loss event type
indicative of the entity’s loss potential and related probabil-
ity for the entity’s loss potential. The cyber resilience
assessment module 220 may generate an inside-out cali-
brated EP curve for each loss event type based on the cyber
loss simulation data.

In some embodiments, based on determining cyber loss
simulation data for each of the uncalibrated, outside-in
calibrated, and inside-out calibrated EP curves, the cyber
resilience assessment module 220 may obtain the cyber loss
simulation data for the highest confidence type of EP curve.
In order of lowest to highest confidence, the EP curves may
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be ordered as: uncalibrated EP curve, outside-in calibrated
EP curve, and inside-out calibrated EP curve. Availability of
outside-in and inside-out calibrated EP curves may be based
on whether respective outside-in and inside-out assessment
data is available to generate scores for a detection and
response subfactor. Based on obtaining the cyber loss simu-
lation data for the highest confidence type of EP curve, the
cyber resilience assessment module 220 may determine an
extreme value for the cyber loss simulation data for each loss
event type, where the extreme value is an expected loss
value that is one standard deviation away from a median
expected loss value determined from the cyber loss simu-
lation data. For example, the extreme value may be an
expected loss value that is one standard deviation greater
than a median expected loss value determined from the
cyber loss simulation data. Based on determining the
extreme value for each loss type, the cyber resilience assess-
ment module 220 may determine a materiality value for the
entity under evaluation, where the materiality value is
equivalent to an entity’s materiality threshold (e.g., as
described with respect to the entity’s industry in Table 20)
multiplied by the entity’s gross revenue (e.g., annual gross
revenue). Based on determining the materiality value for the
entity, the cyber resilience assessment module 220 may
determine a materiality ratio for each loss type as described
by Equations 13a, 13b, and 13c.

Extremep;
(Materiality Value)

- . (133
Materiality ratiog; =

Extremepp
(Materiality Value)

L . (13b)
Materiality ratiopp =

Extremerg
(Materiality Value)

- . (13¢)
Materiality ratiorg =

As shown by Equations 13a, 13b, and 13c, a materiality
ratio may be determined for each of the BI, DD, and FR loss
event types using the extreme value for each loss event type
and the material value as described herein. From the deter-
mined materiality ratios for each loss event type, the cyber
resilience assessment module 220 may identify and select
the loss event type corresponding to a highest of the deter-
mined materiality ratios. For example, based on determining
the fraud loss event type to have the highest of the materi-
ality ratios, the cyber resilience assessment module may
select the fraud loss event type.

In some embodiments, based on determining the loss
event type corresponding to the highest of the determined
materiality ratios, the cyber resilience assessment module
220 may generate an EP curve for the cyber loss simulation
data corresponding to the highest confidence type of EP
curve. To generate the EP curve, the cyber resilience assess-
ment module 220 may obtain the cyber loss simulation data
corresponding to the highest confidence type of EP curve.
From the obtained cyber loss simulation data, the cyber
resilience assessment module 220 may determine loss prob-
abilities for a number of loss values. The cyber resilience
assessment module 220 may generate the EP curve by
plotting the determined loss probabilities on a y axis and the
respective loss values on an x axis of a chart. The cyber
resilience assessment module may plot a vertical line on the
generated chart including the EP curve at value on the x axis
corresponding to the determined materiality value for the
entity. In some cases, the cyber resilience assessment mod-
ule 220 may repeat each of the above-described steps for the
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remaining materiality ratios determined for the other respec-
tive loss event types to generate a respective EP curve for
each of the loss event types.

In some embodiments, based on plotting a vertical line on
the generated chart including the EP curve at value on the x
axis corresponding to the determined materiality value for
the entity, the cyber resilience assessment module 220 may
determine the EP value at the y-axis intersect corresponding
to the plotted materiality value, where the EP value corre-
sponds to a probability that a loss value for the entity will
exceed a value equivalent to the materiality value. In some
cases, the cyber resilience assessment module 220 may
determine an EP value for only the highest materiality ratio
and respective selected loss event type. Based on determin-
ing the EP value for the entity, the cyber resilience assess-
ment module 220 may determine a score for the risk factor
based on the EP value thresholds and respective risk factor
score corresponding to the determined EP value as defined
by one of the rubrics (Option 1 or Option 2) in Table 13. As
an example, for an EP value of 25%, for Option 1 as
described in Table 13, the risk factor score for the entity may
be 8. As another example, for an EP value of 48%, for
Option 2 as described in Table 13, the risk factor score for
the entity may be 4. The determined risk factor score may be
used to determine a cyber resilience rating as described
herein.

Exemplary Testing for Insurance and Capital
Reserves

In some cases, the cyber risk assessment module 220 may
perform exemplary testing for an entity’s ability to with-
stand near worst case events. For an entity that has trans-
ferred risk to an insurer, the testing can include an analysis
of the entity’s relevant insurance policies. For an entity that
is “self-insured” with capital reserves, the testing can
include an analysis of the entity’s capital reserve allocation
inputs. In some cases, for entity with both insurance and
“self-insurance”, the testing can include analysis of both
insurance and capital reserve allocation inputs.

To perform analysis and testing of the entity’s ability to
withstand near worst case events, the cyber resilience assess-
ment module 220 may obtain the cyber loss simulation data
corresponding to the highest confidence type of EP curve
and respective generated EP curve for each loss event type.
Based on the obtained data and EP curves, for each loss
event type, the cyber resilience assessment module 220 may
determine and select a loss value from the 95 percentile of
the respective EP curve. For each selected loss value, the
cyber resilience assessment module 220 may deduct one or
more of (1) the entity’s applicable insurance coverages for
the respective loss event type (e.g., after accounting for
deductible/retention values); and (ii) any of the entity’s
capital reserves specifically earmarked for cyber losses. The
entity’s capital reserves may correspond to an amount of
capital that was input into an allocation exercise and may not
correspond to the computed output of capital allocation. The
ratio of the loss value minus deductions relative to the
materiality value previously determined for scoring of the
risk factor subfactor may be used to determine a stress ratio
for that loss event type. Equations 14a, 14b, and 1l4c
describe stress ratio determination for each loss event type.

DDysy, — Insurance — Capital Reserves (14a)

(MT x Gross Revenue)

Stresspp =
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-continued
Blysy, — Insurance — Capital Reserves

(MT % Gross Revenue)

(14b)

Stressg; =

FRgsy, — Insurance — Capital Reserves (14c)

(MT x Gross Revenue)

Stressgg =

Based on the determined stress ratios as determined by
Equations 14a, 14b, and 14c, the cyber resilience assessment
module 220 may determine and select a highest of the
determined stress ratios. Using the highest stress ratio, a
stress test subfactor may be scored as described by Table 21.

TABLE 21

Stress Test Subfactor Scoring Methodology

Stress Test Subfactor Score

With With With
Stress Test  Insurance Insurance Reserves With
Evaluvation and Reserves Only Only Neither
High 2 1 1 0
x > 200%
Medium 3 2 2 1
x > 100%
Low 4 3 3 2
x < 100%

As shown in Table 21, the stress test subfactor may be
score on a 0-4 scale, with 0 being the lowest (worst) possible
score and 4 being the highest (best) possible score to
evaluate an entity’s ability to withstand near worst case
events. The scoring may be based on whether the stress
ratios determined for an entity included insurance cover-
ages, capital reserves, or neither insurance coverages nor
capital reserves. For example, an entity with a highest stress
ratio of 105% that has only capital reserves and not insur-
ance coverage may be assigned a stress test subfactor score
of 2.

Exemplary Scoring for a Threat Factor

In some cases, the cyber risk assessment module 220 may
generate a score for a threat factor. The threat factor may
provide an indication of a relative amount of threat activity
facing the entity compared to the entity’s peers. An entity’s
threat activity and assessed score for a threat factor may be
based on subfactors including a potential attack vector (e.g.,
measures of methods attackers can access an entity’s com-
puting systems and/or assets), malicious activity (e.g., mea-
sures of actual attacks on an entity’s computing systems
and/or assets), precursor attack data (e.g., threat activity
against the entity’s computing systems and/or assets, supply
chain, and/or utilized services), and adversarial threats (e.g.,
which threat actors are targeting which industries) subfactor.
Such subfactors as described herein can be encapsulated in
a generated threat score. In some embodiments, the threat
factor may be scored on a 0-100 scale and is evaluated
according to a rubric for the subfactors (e.g., subfactors 106)
of the threat factor and respective capabilities (e.g., capa-
bilities 108) as shown in Table 22. Each of the subfactors
may assess how prolific a conversation in the threat actor
space is about an entity as compared to the entity’s peers.
The subfactors may assess an amount of precursor events to
a specific cyber event (e.g., attach or incident) and subse-
quent incidents. In some cases, the threat factor may be
measured and weighted using various gradients and scales
different from those described in Table 22.
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TABLE 23-continued

Threat Factor Scoring Methodology

Subfactor Capabilities Total Points Weight
Attack Phishing Campaigns 0-100 25%
Vectors Extortion

Attacker Requests for Help
Malicious Compromised assets 0-100 25%
Activity Suspicious traffic and

anonymous activity

Brand abuse

Insider Threat
Precursor Credentials 0-100 25%
Attack Data Intellectual Property

Customer Data

Employees’ Data

Technical Information
Adversarial Sophistication Level 0-100 25%
Threats Attack Methods

As shown in Table 22, in this particular embodiment, each
of the subfactors (e.g., subfactors 106) may be scored on a
scale of 0-100, multiplied by a respective weight, and
summed to produce a score for the governance factor as
described by Equation 15.

4 (15)
Threat Factor Score = Z Subfactor, « Weight,

x=1

In this particular embodiment, each subfactor may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. Each individual subfactor may be scored indepen-
dently as described below. A score for each subfactor may
represents a degree of the subfactor relative to the entity’s
peers or other industries.

In some embodiments, a threat factor may include an
entity’s potential attack vectors (referred to herein as “poten-
tial attack vectors”) as a subfactor. An entity’s potential
attack vectors subfactor may measure an attacker’s interest
level, which can affect the likelihood of the potential attack
vector being leveraged. The potential attack vectors subfac-
tor may be representative of one or more the following areas
of information in underground and dark web forums target-
ing the entity: (i) phishing campaigns, (ii) extortion cam-
paigns, (iii) attacker requests for help, and (iv) recruitment
attempts of insiders. The more potential attack vectors there
are, the more the entity is at risk of a cyber incident.
Accordingly, potential attack vectors subfactor may indicate
both the interest level of threat-actors in targeting the entity
the threat-actors’ propensity for attack. A score for an
entity’s potential attack vectors subfactor may be based on
one or more capabilities (e.g., capabilities 108) and corre-
sponding criteria. Examples of capabilities indicative of the
potential attack vectors subfactor are described in Table 23.

TABLE 23

Potential Attack Vectors Subfactor Scoring Methodology

20

25

30

35

40

45

50

55

Potential Attack Vectors Subfactor Scoring Methodology

Potential
Attack
Vectors Total
Capability Criteria Points  Weight
Extortion Measures activity indicating a 0-100 25%
Campaigns possible extortion campaign against

the entity, based on underground

web sources
Attacker Measures of the amount of 0-100 25%
requests underground chatter of threat-actors’
for help requesting help or information in the

context of breaching/abusing the

evaluated entity’s assets
Presence in Measures the presence of the 0-100 25%
Underground  assessed entity in cyber related
Sources underground forums which are

known as malicious and directly
indicates threat-actors’ malicious
interests in the entity

The potential attack vectors subfactor may be assessed by
a number of indicators (e.g., indicators 110) that quantify
each of the capabilities described in Table 23. Indicators
may be derived from signals (e.g., signals 112) as described
herein for the cyber resilience assessment tool 200. In this
particular embodiment, each of the capabilities may be
scored on a scale of 0 to 100, multiplied by a respective
weight, and then summed to produce a score for the potential
attack vectors subfactor as described by Equation 16.

4 (16)
Potential Attack Vectors Subfactor Score = Z Capability « Weight .

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. For example, weighting may be skewed toward one
or more of the capabilities described in Table 23 based on the
one or more capabilities being capabilities of interest.

In some embodiments, a threat factor may include mali-
cious activity directed to an entity (referred to herein as
“malicious activity”) as a subfactor. An entity’s malicious
activity subfactor may measure actual events that are tar-
geting an entity. The potential attack vectors subfactor may
be representative of activity detected on the dark web,
underground forums or other platforms covering one or
more of: (i) compromised assets, (ii) suspicious traffic and
anonymous activity, and (iii) brand abuse. The more poten-
tial attack vectors there are, the more the entity is at risk of
a cyber incident. A score for an entity’s malicious activity
subfactor may be based on one or more capabilities (e.g.,
capabilities 108) and corresponding criteria. Examples of
capabilities indicative of the malicious activity subfactor are
described in Table 24.

TABLE 24

Malicious Activity Subfactor Scoring Methodology

Potential 60

Attack Malicious

Vectors Total Activity Total
Capability Criteria Points  Weight Capability Criteria Points Weight
Phishing Measures activity indicating a 0-100 25% Compromised Measures the amount of compromised 0-100 25%
Campaigns possible phishing attack against the 65 Assets assets in different time frames,

entity, based on underground web
sources and network traffic analysis

analyzing the trend of it and comparing
it to its cohort group.
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TABLE 24-continued

Malicious Activity Subfactor Scoring Methodology

Malicious
Activity Total
Capability Criteria Points Weight
Malicious Measures the amount/frequency of 0-100 25%
Network events that indicate that a malicious
Traffic actor is abusing or comprising the
assessed entity’s assets, based on
network traffic analysis.
Brand Abuse ~ Measures the amount of brand abuse 0-100 25%
events that the entity suffered in a
certain time frame, compared to the
entity’s cohort peer group.
Insider Threat ~Measures of the actual evidence of 0-100 25%

insider threats, based on dark web and
underground sources.

The malicious activity subfactor may be assessed by a
number of indicators (e.g., indicators 110) that quantify each
of the capabilities described in Table 24. Indicators may be
derived from signals (e.g., signals 112) as described herein
for the cyber resilience assessment tool 200. Measurements
of the compromised assets capability may be based on
measurements from dark web and underground forums and
blocklists. The malicious network traffic capability may
measure protective Domain Name System (DNS) datasets
and detects anomalies and suspicious communications
between the assessed entity’s assets and other external
assets. Such analysis includes detecting communication
between the assessed entity’s assets and known command
and control (C&C) servers, malware servers, spam services,
bot services, and block-listed assets. The malicious network
traffic capability may measure the assessed entity’s response
time to such events as compared to the entity’s cohort peer
group. The brand abuse capability may measure brand abuse
events such as impersonation, defacements, and abused
assets of the entity. Brand abuse events can harm the
reputation of the entity and can potentially be a part of an
attack-chain directed to the entity.

In this particular embodiment, each of the capabilities
described in Table 24 may be scored on a scale of 0 to 100,
multiplied by a respective weight, and then summed to
produce a score for the malicious activity subfactor as
described by Equation 17.

4 17
Malicious Activity Subfactor Score = Z Capability « Weight

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. For example, weighting may be skewed toward one
or more of the capabilities described in Table 24 based on the
one or more capabilities being capabilities of interest.

In some embodiments, a threat factor may include pre-
cursor attack data directed to an entity (referred to herein as
“precursor attack data”) as a subfactor. An entity’s precursor
attack data subfactor may measure an amount of exposed
precursor attack data corresponding to the evaluated entity
in a certain time frame as compared to the entity’s cohort
peer group. The precursor attack data subfactor may mea-
sure actual evidence of leaked information corresponding to
the entity that is available on the dark web and in under-
ground forums, such as leaked credentials, intellectual prop-
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erty, customer data, and technical specifications. Such
leaked information may be a result of an attack on the
evaluated entity and/or on affiliate(s) of the entity. Data leaks
are often the result of past breaches of the entity’s computing
systems and/or assets, the entity’s supply chain, and/or
affiliates of the entity that have access to the entity’s data.
The greater the amount of an entity’s data that is available
on the Dark Web, the greater the entity’s risk for a cyber
incident. Malicious threat actors can leverage the entity’s
publicly exposed data to cause additional far-reaching
effects, such as additional data breaches, system compro-
mises, loss of brand reputation, and financial losses.

A score for an entity’s precursor attack data subfactor may
be based on one or more capabilities (e.g., capabilities 108)
and corresponding criteria. Examples of capabilities indica-
tive of the precursor attack data subfactor are described in
Table 25.

TABLE 25

Precursor Attack Data Subfactor Scoring Methodology

Precursor

Attack Data Total
Capability Criteria Points Weight
Leaked Availability of entity’s 0-100 20%
Credentials credentials (purported or real)

Leaked Availability of intellectual 0-100 20%
Intellectual property from the entity

Property

Leaked Customer data purported to be 0-100 20%
Customer Data exfiltrated from the entity

Leaked Information about an entity’s 0-100 20%
Technical technological infrastructure

Specifications

Leaked Employees' personal data which 0-100 20%
Employees' can be used by threat-actors for

Data further malicious activities

The precursor attack data subfactor may be assessed by a
number of indicators (e.g., indicators 110) that quantify each
of the capabilities described in Table 25. Indicators may be
derived from signals (e.g., signals 112) as described herein
for the cyber resilience assessment tool 200. In this particu-
lar embodiment, each of the capabilities described in Table
25 may be scored on a scale of 0 to 100, multiplied by a
respective weight, and then summed to produce a score for
the precursor attack data subfactor as described by Equation
18.

5 (18)
Precursor Attack Data Subfactor Score = Z Capability, « Weight,,

x=1

In this particular embodiment, each capability may be
weighted evenly. In other embodiments, the weights may be
altered to address entity-specific and/or industry-specific
needs. For example, weighting may be skewed toward one
or more of the capabilities described in Table 25 based on the
one or more capabilities being capabilities of interest.

In some embodiments, a threat factor may include adver-
sarial threats directed to an entity (referred to herein as
“adversarial threats™) as a subfactor. An entity’s adversarial
threats subfactor may measure the adversarial threats that
are most threatening to the evaluated entity’s industry. The
measurement may be derived from segmentation of threat
actors’ capability level of the threat groups. As an example,
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for a threat group corresponding to nation state attackers, the
threat group may have a threat capability of between 95%
and 99%.

A score for an entity’s adversarial threats subfactor may
be based on one or more capabilities (e.g., capabilities 108)
and corresponding criteria. An example capability indicative
of the adversarial threats subfactor is described in Table 26.

TABLE 26
Adversarial Threats Subfactor Scoring Methodology
Adversarial
Threats Total
Capability Criteria Points ~ Weight
Sophistication The sophisticated level of the 0-100  20%
Level attacker is determined by the

tactics, techniques, and procedures
(TTPs) they use as well as their
national origin and affiliation
(cybercrime, state-sponsored,
nation-state). The sophistication
level assessed by three levels:
High, Medium, and Low.

The adversarial threats subfactor may be assessed by a
number of indicators (e.g., indicators 110) that quantify the
capability described in Table 26. Indicators may be derived
from signals (e.g., signals 112) as described herein for the
cyber resilience assessment tool 200. In this particular
embodiment, the capability described in Table 26 may be
scored on a scale of 0 to 100 to produce a score for the
adversarial threats subfactor.

Exemplary Scoring for a Cyber Resilience Rating

In some embodiments, the cyber resilience assessment
module 220 of the cyber resilience assessment tool may
determine a cyber resilience rating based on the governance,
fortitude, and risk factors corresponding to respective gov-
ernance, fortitude, and risk postures of an entity. The cyber
resilience rating ranking scale as described in Table 27 may
be representative of how often a rated entity is expected to
experience material cyber events as compared to other
entities.

TABLE 27
Cyber Resilience
Rating Rankings
Position Rating
Leaders CR1
CR2
Average CR3
CR4
CR5
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TABLE 27-continued

Cyber Resilience
Rating Rankings

Position Rating

Laggards CR6
CR7
CR8

As described by Table 27, identifiers CR1 to CR8 may be
representative of cyber resilience ratings for an entity in
order of a highest rating to a lowest rating. The identifiers
may correspond to a respective position indicative of where
the entity corresponding to the identifier and cyber resilience
rating is ranked among other entities with respect to cyber
resilience. For example, entities having cyber resilience
ratings corresponding to the identifiers CR1 and CR2 may
be leaders among entities with respect to cyber resilience,
while entities having cyber resilience ratings corresponding
to the identifiers CR6, CR7, and CR8 may be laggards
among entities with respect to cyber resilience.

In some embodiments, the cyber resilience rating can
include the scores of the combined fortitude and governance
factors plotted against the score of the risk factor, where a
respective cyber resilience rating may be determined for
each of a number of scoring methods. In some cases, the
cyber resilience rating may be scored using a scoring
method based on an EP value and materiality value (e.g., as
described with respect to scoring for the risk factor). [n some
cases, a scoring rubric may use the number of scoring
methods to determine applicability of each scoring method
to real world assessments. For example, there can be a
relationship between the fours factors (risk, threat, fortitude,
and governance) described herein, such that the combination
of scores for the fortitude and governance factor can be
represented as a cyber security score. In some cases, the
cyber security score can be plotted against the risk score in
an (X, y) pair to determine the cyber resilience rating for the
entity.

In some embodiments, a multiplicative scoring method
may be used by the cyber resilience assessment module 220
to determine a cyber resilience rating for an entity. For the
multiplicative scoring method, the cyber resilience assess-
ment module 220 may multiply the fortitude and governance
factor scores to determine a combined score. The cyber
resilience assessment module 220 may multiply the com-
bined score by a scaled risk factor score as described by
Equation 19.

Fortitude Score + Goverance Score
2

a9

CRx Score = * (Risk Score  10)

The multiplicative scoring method performed by the
cyber resilience assessment module 220 may yield approxi-
mate cyber resilience scores as described by Table 28.

TABLE 28

Cyber Resilience Rating For Multiplicative Scoring Method

Combined Fortitude and
Governance Scores

Minimum

Cyber Resilience Rating

901
801
701
601

90 180 270 360 451 541 631 721 811 901
80 160 240 320 401 481 561 641 721 801
70 140 210 280 351 421 491 561 631 701
60 120 180 240 301 361 421 481 541 601
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TABLE 28-continued

42

Cyber Resilience Rating For Multiplicative Scoring Method

Combined Fortitude and
Governance Scores

Minimum Cyber Resilience Rating

501 50 100 150 200 251 301 351 401 451 501
401 40 80 120 160 201 241 281 321 361 401
301 30 60 90 120 151 181 211 241 271 301
201 20 40 60 80 101 121 141 161 181 201
101 10 20 30 40 51 61 71 81 91 101

1 0 0 0 0 1 1 1 1 1 1

1 2 3 4 5 6 7 8 9 10

Risk Score
15

The cyber resilience rating ranking scale for the multi-
plicative scoring method as described in Table 29 may be
representative of how often a rated entity is expected to
experience material cyber events as compared to other
entities.

TABLE 29

Cyber Resilience Rating Rankings for Multiplicative
Scoring Method

Score Score

Position Rating Min Max
Leaders CRI 801 1000
CR2 701 300

averaging scoring method, the cyber resilience assessment
module 220 may multiply the fortitude and governance
factor scores to determine a combined score. The cyber
resilience assessment module 220 may multiply the com-
bined score by a scaled risk factor score as described by
Equation 20.

20

(Fortitude Score + Goverance Score + 20
(Risk Scorex10))x100)
3

25
CRx Score =

The averaging scoring method performed by the cyber
30 resilience assessment module 220 may yield approximate
cyber resilience scores as described by Table 30.

TABLE 30

Cyber Resilience Rating For Averaging Scoring Method

Combined Fortitude and
Governance Scores

Min Max Cyber Resilience Rating

901 1000 501 551 601 651 701 751 801 851 901 951
801 900 451 501 551 601 651 701 751 801 851 901
701 800 401 451 501 551 601 651 701 751 801 851
601 700 351 401 451 501 551 601 651 701 751 801
501 600 301 351 401 451 501 551 601 651 701 751
401 500 251 301 351 401 451 501 551 601 651 701
301 400 201 251 301 351 401 451 501 551 601 651
201 300 151 201 251 301 351 401 451 501 551 601
101 200 101 151 201 251 301 351 401 451 501 551

Risk Score

TABLE 29-continued

Cyber Resilience Rating Rankings for Multiplicative
Scoring Method

Score Score

Position Rating Min Max
Average CR3 601 700
CR4 501 600

CR5 401 500

Laggards CR6 301 400
CR7 201 300

CR8 0 200

In some embodiments, an averaging scoring method may
be used by the cyber resilience assessment module 220 to
determine a cyber resilience rating for an entity. For the

The cyber resilience rating ranking scale for the averaging
scoring method as described in Table 31 may be represen-
tative of how often a rated entity is expected to experience

55 material cyber events as compared to other entities.

TABLE 31
Cyber Resilience Rating Rankings for Averaging
60 Scoring Method
Cyber Cyber
Resilience Rating Resilience Rating
Position Rating Minimum Maximum

65 Leaders CRI 901 1000
CR2 801 900
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TABLE 31-continued

Cyber Resilience Rating Rankings for Averaging
Scoring Method

44

In some embodiments, a materiality scoring method may
be used by the cyber resilience assessment module 220 to
determine a cyber resilience rating for an entity. For the
quadrant scoring method, the cyber resilience assessment

Cyber Cyber 5 module 220 may determine an intersection of an entity’s
N . Resilience Rating  Resilience Rating materiality value with a selected EP curve and may identify
Position Rating Minimum Maximum . . .
and select the EP value corresponding to the intersection.
Average CR3 701 800 The cyber resilience assessment module 220 may input to
glflé 28} 288 0 the EP value to the scoring methodology described in Table
Laggards CR6 401 500 34 to determine a cyber resilience score.
CR7 301 400
CR8 0 300 TABLE 34
. . Cyber Resilience Rating Rankings For
In some embodlments.,.a quadrant scoring method may be | Materiality Scoring Method
used by the cyber resilience assessment module 220 to
determine a cyber resilience rating for an entity. For the EP Materiality
quadrant scoring method, the cyber resilience assessment Position Rating Intersect Value
module 220 may mul.tlply the fortltude and governance Leaders CRIL ~0.0% to <0.6%
factor scores to determine a combined score. The combined CR2 +0.5% to <1.1%
score and the risk factor score may be input to Tables 32 and 20 Average CR3 >1.0% to <3.1%
33 to determine the cyber resilience rating for an entity. CR4 >3.0% to <6.1%
CR5 >6.0% to <10.1%
Laggards CR6 >10.0% to <15.1%
TABLE 32 CR7 >15.0% to <25.1%
CR8 >25.0%
Cyber Resilience Rating For Averaging Scoring Method 25 °
Combined Fortitude The materiality scoring method can be conducted with an
and Governance Scores o . .
L2, L3, and/or L4 EP curve, individually or in any combi-
Min Max Cyber Resilience Rating nation. The materiality scoring method may not be con-
001 1000 CR6 CRS  CR? CRI 30 ducted with an .1 EP curve (mcgllbrated EP curve) based
801 900 on the L1 EP curve not including the control strength
701 800 represented by the fortitude and governance factors.
601 700 CR7 CR4 CR3 CR2 . .
501 00 In some embodiments, cyber security score may be com-
401 500 CR6 CR4 CR5 puted out of 1,000 possible points with each rating distrib-
301 400 35 uted as described in Table 35:
201 300 CR8 CR7 CR6
101 200
1 100 TABLE 35
1 2 3 4 5 6 7 8 9 10 i i
Risk Exemplary Ratings for a Cyber Security Score
40
Expected Industry Performance
The cyber resilience rating ranking scale for the multi- I:Ere (SO%toﬂetn““ersfm ﬂl,esih{ndusmes are
plicate scoring method as described in Table 33 may be £ expected to perform in this range)
representative of how often a rated entity is expected to 700-1,000 Utilities
experience material cyber events as compared to other Information
entities 45 Finance and Insurance
: Health Care and Social Assistance
350-850 Manufacturing
TABLE 33 Wholesale Trade
Retail Trade
Cyber Resilience Rating Rankings for Quadrant Professional, Scientific, and Technical Services
Scoring Method 50 Management of Companies and Enterprises
Administrative and Support and Waste
Combined Management and Remediation Services
Fortitude and Educational Services
Position Rating Governance Score Risk Score Health Care and Social Assistance
Public Administration
Leaders CR1 701-1000 8-10 55 251-400 Agriculture, Forestry, Fishing and Hunting
CR2 701-1060 6-8 Mining
501-700 8-10 Construction
Average CR3 501-700 6-8 Transportation and Warehousing
CR4 501-700 4-6 Real Estate Rental and Leasing
301-500 6-8 Arts, Entertainment, and Recreation
CR5 701-1000 4-6 60 Accommodation and Food Services
301-300 8-10 Other Services
701-1000 1-3 0-250 Cyber Poverty Line
CR6 301-500 4-6 Entities scored in this range are insufficient
1-300 8-10 to defend against even the
Laggards CR7 301-700 1-3 most basic cyber attacks
1-300 4-7
CR8 1-300 1-3 65

The cyber security score may be a measure of the
approach and actions of an assessed entity associated with
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the security processes and technology to protect confiden-
tiality, integrity, and availability of the entity’s data and
assets to a degree commensurate with the level of threat to
which the entity is exposed. A cyber security score may be
determined based on a sum of the scores for the fortitude and
governance factors multiplied by 5, as described by Equa-
tion 21.

Cyber Security Score=(Fortitude Score+Governance

Score)*5 21

The approach and actions of an assessed entity may
include security governance, policies, technologies, tools,
and training that can be used to provide the best-possible
protection for the state of the entity’s cyber environment and
the entity’s users.

Exemplary Method for Determining a Cyber
Resilience Rating

In some embodiments, the cyber resilience assessment
tool 200 may provide assessments of an entity’s cyber
resilience. To assess an entity’s cyber resilience, the cyber
resilience assessment tool 200 may perform a method to
determine a cyber resilience rating indicative of the entity’s
cyber resilience, where the cyber resilience rating is based
on scoring for governance, fortitude, and/or risk factors as
described herein. Referring to FIG. 3, a flowchart of an
exemplary method 300 for providing a cyber resilience
rating for an entity is depicted. The method 300 may be
suitable for generating respective scores for governance,
fortitude, and risk factors. One of ordinary skill in the art
will appreciate that the method 300 may be executed by the
cyber resilience rating more than once (e.g., periodically) for
a particular entity to evaluate changes in an entity’s cyber
resilience rating and/or individual scores of factors and/or
subfactors included in the entity’s cyber resilience rating.

At step 302, the cyber resilience assessment tool 200 may
obtain and/or otherwise receive a number of entity indicators
corresponding to a number of entities. Each the entity
indicators may include characteristic information for a
respective entity of the entities. Each of the number of
entities may have and/or otherwise correspond to a respec-
tive entity indicator of the number of entity indicators, such
that the cyber resilience assessment tool 200 receives char-
acteristic information for each of the entities. The charac-
teristic information for a respective entity may include
indicators providing information for the entity’s industry,
geographic location, and/or size as described herein. The
entity indicators may be received by one or more computing
systems (e.g., external computing systems) that are commu-
nicatively connected to the cyber resilience assessment tool
200.

At step 304, the cyber resilience assessment tool 200 may
determine one or more peer groups for an entity based on the
peer group analysis techniques described herein. In some
cases, the cyber resilience assessment tool 200 may deter-
mine a peer group for the entity based on the respective
characteristic information (e.g., industry, geography, size) of
the entity relative to a number of entities, where the peer
group includes a subset of the plurality of entities.

At step 306, the cyber resilience assessment tool 200 may
obtain a number of loss event records for each of the peer
groups. Each loss event record may include a respective loss
value and may correspond to a cyber event associated with
a respective entity of the peer group. The loss event records
corresponding to each peer group may be categorized as
corresponding to respective groups of loss event records
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selected from the number of loss event records. A group of
loss event records from the groups of loss event records for
each peer group may correspond to a data disclosure type. A
group of loss event records from the groups of loss event
records for each peer group may correspond to a business
interruption type. A group of loss event records from the
groups of loss event records for each peer group may
correspond to a fraud type. Loss event records may be
grouped based on the loss event records corresponding to
one of the data disclosure type, business interruption type, or
fraud type.

At step 308, the cyber resilience assessment tool 200 may
execute a number of Monte Carlo simulations to generate
respective loss simulation data for each group of loss event
records. Groups of loss event records may correspond to the
data disclosure type, business interruption type, and fraud
type. A minimum number of loss event records included in
a group of loss event records may be required to execute the
Monte Carlo simulations. If a group of loss event records for
a peer group does not included a minimum number of loss
event records, the cyber resilience assessment tool 200 may
use the group of event records for a less granular peer group
for the entity. The cyber resilience assessment tool 200 may
repeatedly attempt to use the group of event records for a
less granular peer group of the entity for execution of the
Monte Carlo simulations until the number of event records
included in the group of event records meets the minimum
number of loss event records. The cyber resilience assess-
ment tool 200 may initially attempt to use the group of event
records for the most granular peer group of the entity for
execution of the Monte Carlo simulations. The Monte Carlo
simulations may be executed based on the loss values of the
loss event records of the respective group of loss event
records. For example, the Monte Carlo simulations may be
executed based on statistics aggregated from the loss values
of'the loss event records of the respective group of loss event
records, where the statistics are used to generate beta PERT
distributions that are provided as inputs for the Monte Carlo
simulations. In some cases, the Monte Carlo simulations
may be executed based on inside-out or outside-in assess-
ment results for the entity.

At step 310, the cyber resilience assessment tool 200 may
identify, based on the respective loss simulation data for
each group of loss event records, an expected probability
value corresponding to a materiality loss value of the entity.
The materiality loss value for the entity may be based on the
entity’s revenue and industry as described herein. Based on
the materiality loss value, the cyber resilience assessment
tool 200 may determining materiality ratios for the simula-
tion loss data corresponding to each group of loss event
records (e.g., corresponding to the data disclosure type,
business interruption type, and fraud type). The cyber resil-
ience assessment tool 200 may select the loss simulation
data of the group of event records corresponding to the high
of the determined materiality ratios. The cyber resilience
assessment tool 200 may generate one or more EP curves
from the selected loss simulation data. The EP curves may
any of the type of EP curves described herein based on an
availability of assessment results. The cyber resilience
assessment tool 200 may select an EP curve having the
highest confidence from the generated EP curves and may
identify the expected probability value from the selected EP
curve that corresponds to the materiality value for the entity.

At step 312, the cyber resilience assessment tool 200 may
provide a risk factor score indicative of a cyber security risk
of the entity based on the identified expected probability
value. The cyber resilience assessment tool 200 may deter-
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mine the risk factor score based on any of the risk factor
scoring techniques described herein that are based on the
expected probability value of the entity.

At step 314, the cyber resilience assessment tool 200 may
provide a cyber resilience rating for the entity based on a
combination of the risk factor score, a fortitude factor score,
and a governance factor score. The cyber resilience assess-
ment tool 200 may provide the cyber resilience rating for the
entity based on any of the suitable rating techniques
described herein. The cyber resilience rating and the scores
for the governance, fortitude, and/or risk factors may be
made available via a graphical user interface with informa-
tion indicative of the subfactors contributing each of the
scores.

Computer-Based Implementations

In some examples, some or all of the processing described
above can be carried out on a personal computing device, on
one or more centralized computing devices, or via cloud-
based processing by one or more servers. In some examples,
some types of processing occur on one device and other
types of processing occur on another device. In some
examples, some or all of the data described above can be
stored on a personal computing device, in data storage
hosted on one or more centralized computing devices, or via
cloud-based storage. In some examples, some data are stored
in one location and other data are stored in another location.
In some examples, quantum computing can be used. In some
examples, functional programming languages can be used.
In some examples, electrical memory, such as flash-based
memory, can be used.

FIG. 4 is a block diagram of an example computer system
400 that may be used in implementing the technology
described in this document. General-purpose computers,
network appliances, mobile devices, or other electronic
systems may also include at least portions of the system 400.
The system 400 includes a processor 410, a memory 420, a
storage device 430, and an input/output device 440. Each of
the components 410, 420, 430, and 440 may be intercon-
nected, for example, using a system bus 450. The processor
410 is capable of processing instructions for execution
within the system 400. In some implementations, the pro-
cessor 410 is a single-threaded processor. In some imple-
mentations, the processor 410 is a multi-threaded processor.
The processor 410 is capable of processing instructions
stored in the memory 420 or on the storage device 430.

The memory 420 stores information within the system
400. In some implementations, the memory 420 is a non-
transitory computer-readable medium. In some implemen-
tations, the memory 420 is a volatile memory unit. In some
implementations, the memory 420 is a nonvolatile memory
unit.

The storage device 430 is capable of providing mass
storage for the system 400. In some implementations, the
storage device 430 is a non-transitory computer-readable
medium. In various different implementations, the storage
device 430 may include, for example, a hard disk device, an
optical disk device, a solid-date drive, a flash drive, or some
other large capacity storage device. For example, the storage
device may store long-term data (e.g., database data, file
system data, etc.). The input/output device 440 provides
input/output operations for the system 400. In some imple-
mentations, the input/output device 440 may include one or
more of a network interface devices, e.g., an Ethernet card,
a serial communication device, e.g., an RS-232 port, and/or
a wireless interface device, e.g., an 802.11 card, a 3G
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wireless modem, or a 4G wireless modem. In some imple-
mentations, the input/output device may include driver
devices configured to receive input data and send output data
to other input/output devices, e.g., keyboard, printer and
display devices 460. In some examples, mobile computing
devices, mobile communication devices, and other devices
may be used.

In some implementations, at least a portion of the
approaches described above may be realized by instructions
that upon execution cause one or more processing devices to
carry out the processes and functions described above. Such
instructions may include, for example, interpreted instruc-
tions such as script instructions, or executable code, or other
instructions stored in a non-transitory computer readable
medium. The storage device 430 may be implemented in a
distributed way over a network, such as a server farm or a
set of widely distributed servers, or may be implemented in
a single computing device.

Although an example processing system has been
described in FIG. 4, embodiments of the subject matter,
functional operations and processes described in this speci-
fication can be implemented in other types of digital elec-
tronic circuitry, in tangibly-embodied computer software or
firmware, in computer hardware, including the structures
disclosed in this specification and their structural equiva-
lents, or in combinations of one or more of them. Embodi-
ments of the subject matter described in this specification
can be implemented as one or more computer programs, i.e.,
one or more modules of computer program instructions
encoded on a tangible nonvolatile program carrier for execu-
tion by, or to control the operation of, data processing
apparatus. Alternatively or in addition, the program instruc-
tions can be encoded on an artificially generated propagated
signal, e.g., a machine-generated electrical, optical, or elec-
tromagnetic signal that is generated to encode information
for transmission to suitable receiver apparatus for execution
by a data processing apparatus. The computer storage
medium can be a machine-readable storage device, a
machine-readable storage substrate, a random or serial
access memory device, or a combination of one or more of
them.

The term “system” may encompass all kinds of apparatus,
devices, and machines for processing data, including by way
of example a programmable processor, a computer, or mul-
tiple processors or computers. A processing system may
include special purpose logic circuitry, e.g., an FPGA (field
programmable gate array) or an ASIC (application specific
integrated circuit). A processing system may include, in
addition to hardware, code that creates an execution envi-
ronment for the computer program in question, e.g., code
that constitutes processor firmware, a protocol stack, a
database management system, an operating system, or a
combination of one or more of them.

A computer program (which may also be referred to or
described as a program, software, a software application, a
module, a software module, a script, or code) can be written
in any form of programming language, including compiled
or interpreted languages, or declarative or procedural lan-
guages, and it can be deployed in any form, including as a
standalone program or as a module, component, subroutine,
or other unit suitable for use in a computing environment. A
computer program may, but need not, correspond to a file in
a file system. A program can be stored in a portion of a file
that holds other programs or data (e.g., one or more scripts
stored in a markup language document), in a single file
dedicated to the program in question, or in multiple coor-
dinated files (e.g., files that store one or more modules, sub
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programs, or portions of code). A computer program can be
deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a communication net-
work.

The processes and logic flows described in this specifi-
cation can be performed by one or more programmable
computers executing one or more computer programs to
perform functions by operating on input data and generating
output. The processes and logic flows can also be performed
by, and apparatus can also be implemented as, special
purpose logic circuitry, e.g., an FPGA (field programmable
gate array) or an ASIC (application specific integrated
circuit).

Computers suitable for the execution of a computer
program can include, by way of example, general or special
purpose microprocessors or both, or any other kind of
central processing unit. Generally, a central processing unit
will receive instructions and data from a read-only memory
or a random access memory or both. A computer generally
includes a central processing unit for performing or execut-
ing instructions and one or more memory devices for storing
instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices
for storing data, e.g., magnetic, magneto optical disks, or
optical disks. However, a computer need not have such
devices. Moreover, a computer can be embedded in another
device, e.g., a mobile telephone, a personal digital assistant
(PDA), a mobile audio or video player, a game console, a
Global Positioning System (GPS) receiver, or a portable
storage device (e.g., a universal serial bus (USB) flash
drive), to name just a few.

Computer readable media suitable for storing computer
program instructions and data include all forms of nonvola-
tile memory, media and memory devices, including by way
of example semiconductor memory devices, e.g., EPROM,
EEPROM, and flash memory devices; magnetic disks, e.g.,
internal hard disks or removable disks; magneto optical
disks; and CD-ROM and DVD-ROM disks. The processor
and the memory can be supplemented by, or incorporated in,
special purpose logic circuitry.

To provide for interaction with a user, embodiments of the
subject matter described in this specification can be imple-
mented on a computer having a display device, e.g., a CRT
(cathode ray tube) or LCD (liquid crystal display) monitor,
for displaying information to the user and a keyboard and a
pointing device, e.g., a mouse or a trackball, by which the
user can provide input to the computer. Other kinds of
devices can be used to provide for interaction with a user as
well; for example, feedback provided to the user can be any
form of sensory feedback, e.g., visual feedback, auditory
feedback, or tactile feedback; and input from the user can be
received in any form, including acoustic, speech, or tactile
input. In addition, a computer can interact with a user by
sending documents to and receiving documents from a
device that is used by the user; for example, by sending web
pages to a web browser on a user’s user device in response
to requests received from the web browser.

Embodiments of the subject matter described in this
specification can be implemented in a computing system that
includes a back end component, e.g., as a data server, or that
includes a middleware component, e.g., an application
server, or that includes a front end component, e.g., a client
computer having a graphical user interface or a Web browser
through which a user can interact with an implementation of
the subject matter described in this specification, or any
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combination of one or more such back end, middleware, or
front end components. The components of the system can be
interconnected by any form or medium of digital data
communication, e.g., a communication network. Examples
of communication networks include a local area network
(“LAN”) and a wide area network (“WAN™), e.g., the
Internet.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

While this specification contains many specific imple-
mentation details, these should not be construed as limita-
tions on the scope of what may be claimed, but rather as
descriptions of features that may be specific to particular
embodiments. Certain features that are described in this
specification in the context of separate embodiments can
also be implemented in combination in a single embodi-
ment. Conversely, various features that are described in the
context of a single embodiment can also be implemented in
multiple embodiments separately or in any suitable sub-
combination. Moreover, although features may be described
above as acting in certain combinations and even initially
claimed as such, one or more features from a claimed
combination can in some cases be excised from the combi-
nation, and the claimed combination may be directed to a
sub-combination or variation of a sub-combination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain cir-
cumstances, multitasking and parallel processing may be
advantageous. Moreover, the separation of various system
components in the embodiments described above should not
be understood as requiring such separation in all embodi-
ments, and it should be understood that the described
program components and systems can generally be inte-
grated together in a single software product or packaged into
multiple software products.

Particular embodiments of the subject matter have been
described. Other embodiments are within the scope of the
following claims. For example, the actions recited in the
claims can be performed in a different order and still achieve
desirable results. As one example, the processes depicted in
the accompanying figures do not necessarily require the
particular order shown, or sequential order, to achieve
desirable results. In certain implementations, multitasking
and parallel processing may be advantageous. Other steps or
stages may be provided, or steps or stages may be elimi-
nated, from the described processes. Accordingly, other
implementations are within the scope of the following
claims.

Terminology

The phraseology and terminology used herein is for the
purpose of description and should not be regarded as lim-
iting.

The term “approximately”, the phrase “approximately
equal t0”, and other similar phrases, as used in the specifi-
cation and the claims (e.g., “X has a value of approximately
Y” or “X is approximately equal to Y”), should be under-
stood to mean that one value (X) is within a predetermined
range of another value (Y). The predetermined range may be
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plus or minus 20%, 10%, 5%, 3%, 1%, 0.1%, or less than
0.1%, unless otherwise indicated.

The indefinite articles “a” and “an,” as used in the
specification and in the claims, unless clearly indicated to
the contrary, should be understood to mean “at least one.”
The phrase “and/or,” as used in the specification and in the
claims, should be understood to mean “either or both” of the
elements so conjoined, i.e., elements that are conjunctively
present in some cases and disjunctively present in other
cases. Multiple elements listed with “and/or” should be
construed in the same fashion, i.e., “one or more” of the
elements so conjoined. Other elements may optionally be
present other than the elements specifically identified by the
“and/or” clause, whether related or unrelated to those ele-
ments specifically identified. Thus, as a non-limiting
example, a reference to “A and/or B”, when used in con-
junction with open-ended language such as “comprising”
can refer, in one embodiment, to A only (optionally includ-
ing elements other than B); in another embodiment, to B
only (optionally including elements other than A); in yet
another embodiment, to both A and B (optionally including
other elements); etc.

As used in the specification and in the claims, “or” should
be understood to have the same meaning as “and/or” as
defined above. For example, when separating items in a list,
“or” or “and/or” shall be interpreted as being inclusive, i.e.,
the inclusion of at least one, but also including more than
one, of a number or list of elements, and, optionally,
additional unlisted items. Only terms clearly indicated to the
contrary, such as “only one of” or “exactly one of,” or, when
used in the claims, “consisting of,” will refer to the inclusion
of exactly one element of a number or list of elements. In
general, the term “or” as used shall only be interpreted as
indicating exclusive alternatives (i.e. “one or the other but
not both”) when preceded by terms of exclusivity, such as
“either,” “one of,” “only one of” or “exactly one of.”
“Consisting essentially of,” when used in the claims, shall
have its ordinary meaning as used in the field of patent law.

As used in the specification and in the claims, the phrase
“at least one,” in reference to a list of one or more elements,
should be understood to mean at least one element selected
from any one or more of the elements in the list of elements,
but not necessarily including at least one of each and every
element specifically listed within the list of elements and not
excluding any combinations of elements in the list of
elements. This definition also allows that elements may
optionally be present other than the elements specifically
identified within the list of elements to which the phrase “at
least one” refers, whether related or unrelated to those
elements specifically identified. Thus, as a non-limiting
example, “at least one of A and B” (or, equivalently, “at least
one of A or B,” or, equivalently “at least one of A and/or B”)
can refer, in one embodiment, to at least one, optionally
including more than one, A, with no B present (and option-
ally including elements other than B); in another embodi-
ment, to at least one, optionally including more than one, B,
with no A present (and optionally including elements other
than A); in yet another embodiment, to at least one, option-
ally including more than one, A, and at least one, optionally
including more than one, B (and optionally including other
elements); etc.

The use of “including,” “comprising,” “having,” “con-
taining,” “involving,” and variations thereof, is meant to
encompass the items listed thereafter and additional items.

Use of ordinal terms such as “first,” “second,” “third,”
etc., in the claims to modify a claim element does not by
itself connote any priority, precedence, or order of one claim
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element over another or the temporal order in which acts of
a method are performed. Ordinal terms are used merely as
labels to distinguish one claim element having a certain
name from another element having a same name (but for use
of the ordinal term), to distinguish the claim elements.

What is claimed is:

1. A computer-implemented method for providing a cyber
resilience rating for an entity of a plurality of entities, the
method comprising:

obtaining a plurality of entity indicators corresponding to

the plurality of entities, wherein each of the plurality of
entity indicators comprises characteristic information
for a respective entity of the plurality of entities, and
wherein each of the plurality of entities corresponds to
a respective entity indicator of the plurality of entity
indicators;

determining a peer group for the entity based on the

respective characteristic information for the entity,
wherein the peer group comprises a subset of the
plurality of entities;
obtaining a plurality of loss event records for the peer
group, wherein each loss event record comprises a
respective loss value and corresponds to a cyber event
associated with a respective entity of the peer group,
wherein respective groups of loss event records
selected from the plurality of loss event records corre-
spond to a data disclosure type, a business interruption
type, and a fraud type;
executing, for each group of'loss event records, a plurality
of Monte Carlo simulations to generate respective loss
simulation data based on the respective loss values of
the loss event records included in the group and results
for a cyber security assessment of the entity;

identifying, based on the respective loss simulation data
for each group of loss event records, an expected
probability value corresponding to a materiality loss
value of the entity;

providing a risk factor score indicative of a cyber security

risk of the entity based on the identified expected
probability value; and

providing a cyber resilience rating for the entity based on

a combination of the risk factor score, a fortitude factor
score, and a governance factor score, wherein the
fortitude factor score is indicative of a cyber security
control posture of the entity, and wherein the gover-
nance factor score is indicative of an administration of
cyber security controls by the entity.

2. The method of claim 1, wherein the characteristic
information comprises an industry indicator, a geography
indicator, and a size indicator for the respective entity.

3. The method of claim 2, wherein the determining the
peer group for the entity based on the respective entity
characteristics of the entity further comprises:

selecting, from the plurality of entities, the subset of the

plurality of entities for inclusion in the peer group
based on the respective characteristic information cor-
responding to each entity of the subset of the plurality
of entities comprising at least one of: the industry
indicator, the geography indicator, and the size indica-
tor corresponding to the entity.

4. The method of claim 1, wherein the peer group com-
prises a first peer group and a second peer group, wherein the
first peer group and the second peer group comprise different
subsets of the plurality of entities.

5. The method of claim 1, wherein each loss event record
of the plurality of loss event records comprises a respective
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loss event type corresponding to one of: the data disclosure
type, the business interruption type, or the fraud type, and
further comprising:

selecting the respective groups of loss event records from

the plurality of loss event records based on the respec-
tive loss event type of each loss event record included
in the respective groups of loss event records.
6. The method of claim 1, wherein the data disclosure type
corresponds to at least one of:
a data breach;
a data theft;
a data loss; and
an unintentional data disclosure.
7. The method of claim 1, wherein the business interrup-
tion type corresponds to at least one of:
a cyber extortion event;
a network disruption; and
a website disruption.
8. The method of claim 1, wherein the fraud type corre-
sponds to at least one of:
an identity fraud event;
a phishing event; and
a skimming event.
9. The method of claim 1, wherein the executing, for each
group of loss event records, the plurality of Monte Carlo
simulations to generate the respective loss simulation data
further comprises:
determining a statistic from the respective loss values of
the loss event records included in the group;

weighting the statistic based on the results for the cyber
security assessment of the entity to determine a
weighted statistic; and

executing the plurality of Monte Carlo simulations based

on the weighted statistic.

10. The method of claim 1, wherein the cyber security
assessment comprises an outside-in cyber security assess-
ment or an inside-out cyber security assessment.

11. The method of claim 1, wherein the materiality loss
value is based on an industry indicator corresponding to the
entity and a revenue corresponding to the entity, and further
comprising:

determining a respective materiality ratio for each respec-

tive loss simulation data, wherein the each of the
respective materiality ratios are based on the material-
ity loss value corresponding to the entity; and
selecting the respective loss simulation data correspond-
ing to a largest materiality ratio of the materiality ratios.

12. The method of claim 11, wherein the identifying the
expected probability value corresponding to the materiality
loss value of the entity further comprises:

generating a loss exceedance curve indicative of a prob-

ability of loss potential for the entity based on the
selected loss simulation data; and

identifying, from the loss exceedance curve, the expected

probability value corresponding to the materiality loss
value of the entity.

13. The method of claim 1, further comprising:

obtaining signal data indicative of a cyber resilience of the

entity;

generating, based on a first subset of the signal data, the

fortitude factor score, wherein the first subset of the
signal data is indicative of the cyber security control
posture of the entity; and

generating, based on a second subset of the signal data,

the governance factor score, wherein the second subset
of the signal data is indicative of the administration of
cyber security controls by the entity.
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14. A system for providing a cyber resilience rating for an
entity of a plurality of entities, the system comprising:

one or more computing systems programmed to perform

operations comprising:

obtaining a plurality of entity indicators corresponding
to the plurality of entities, wherein each of the
plurality of entity indicators comprises characteristic
information for a respective entity of the plurality of
entities, and wherein each of the plurality of entities
corresponds to a respective entity indicator of the
plurality of entity indicators;

determining a peer group for the entity based on the
respective characteristic information for the entity,
wherein the peer group comprises a subset of the
plurality of entities;

obtaining a plurality of loss event records for the peer
group, wherein each loss event record comprises a
respective loss value and corresponds to a cyber
event associated with a respective entity of the peer
group, wherein respective groups of loss event
records selected from the plurality of loss event
records correspond to a data disclosure type, a busi-
ness interruption type, and a fraud type;

executing, for each group of loss event records, a
plurality of Monte Carlo simulations to generate
respective loss simulation data based on the respec-
tive loss values of the loss event records included in
the group and results for a cyber security assessment
of the entity;

identifying, based on the respective loss simulation
data for each group of loss event records, an
expected probability value corresponding to a mate-
riality loss value of the entity;

providing a risk factor score indicative of a cyber
security risk of the entity based on the identified
expected probability value; and

providing a cyber resilience rating for the entity based
on a combination of the risk factor score, a fortitude
factor score, and a governance factor score, wherein
the fortitude factor score is indicative of a cyber
security control posture of the entity, and wherein the
governance factor score is indicative of an adminis-
tration of cyber security controls by the entity.

15. The system of claim 14, wherein the characteristic
information comprises an industry indicator, a geography
indicator, and a size indicator for the respective entity.

16. The system of claim 15, wherein the determining the
peer group for the entity based on the respective entity
characteristics of the entity further comprises:

selecting, from the plurality of entities, the subset of the

plurality of entities for inclusion in the peer group
based on the respective characteristic information cor-
responding to each entity of the subset of the plurality
of entities comprising at least one of: the industry
indicator, the geography indicator, and the size indica-
tor corresponding to the entity.

17. The system of claim 14, wherein the peer group
comprises a first peer group and a second peer group,
wherein the first peer group and the second peer group
comprise different subsets of the plurality of entities.

18. The system of claim 14, wherein each loss event
record of the plurality of loss event records comprises a
respective loss event type corresponding to one of: the data
disclosure type, the business interruption type, or the fraud
type, and wherein the operations further comprise:

selecting the respective groups of loss event records from

the plurality of loss event records based on the respec-



US 12,282,564 B2
55

tive loss event type of each loss event record included
in the respective groups of loss event records.
19. The system of claim 14, wherein the data disclosure
type corresponds to at least one of:
a data breach; 5
a data theft;
a data loss; and
an unintentional data disclosure.
20. The system of claim 14, wherein the business inter-
ruption type corresponds to at least one of: 10
a cyber extortion event;
a network disruption; and
a website disruption.
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